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Abstract

We present an approach for describing the spatial structure of partially polarized light fields. Unlike the treatments usually encountered in the literature, in which the polarization state is represented by position-dependent functions, the formalism shown here characterizes the polarization by means of a family of measurable overall parameters averaged over the transverse spatial region where the beam intensity reaches significant values. Generalized degrees of polarization are introduced to evaluate the uniformity of the spatial distribution of the polarization state of the beam-like field. The possibility of improvement and optimization of the quality of a polarized laser beam (understood as the general usefulness of such field for collimation and focusing) is analyzed by employing first-order optical systems. Finally, attention is briefly devoted to non-paraxial electromagnetic vector beams, whose parametric description of their polarization properties constitutes, at present, a challenge for theoreticians. © 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Polarization refers to the vectorial nature of light fields. Due to the richness and significance of the properties that involve such vectorial behavior, the study of polarization-related phenomena has kept the attention of numerous scientists. The importance of this subject concerns theoretical topics in classical and quantum optics [1–5] as well as an extensive number of technological applications, which include biological optics, optical communications, atmospheric propagation, sensor devices and display technologies (see, for example Refs. [6–15]). But prior to handle the polarization properties, both an analytical description of the polarization state of the light disturbance and an associated measurement procedure should be established. As a matter of fact, the characterization process can be relevant in a number of related subjects. For instance:

(i) System design to measure and control the polarization. This is of use, for example, in the synthesis of polarized light and in optical metrology.

(ii) Sample-measuring polarimeters (the term sample includes optical elements, surfaces, thin films, biological materials, sensors, etc). These devices are used to
determine, for a given sample, the relationship between the polarization states of the incident and exiting beams.

(iii) Analysis of light sources and the involved emission processes. Laser sources are of special interest, including laser dynamics inside the cavity and other related phenomena.

As is well known, when one tries to characterize the polarization of a field, the simplest case corresponds to strictly-monochromatic (harmonic) plane waves: The end point of the electric vector then moves describing an ellipse, which may reduce in certain cases to a circle or a straight line. When the field, without being a plane wave, is well collimated, and its polarization is constant throughout the transversal cross-section, the formalism based on the Stokes parameters is revealed to be appropriate. However, in more realistic and general situations, beams depart from this simple model [16–27]. On the one hand, although the wavefronts of the beam-like fields have small angular spread (typical angular widths of a laser beam are of the order of milliradians), their intensity profiles take significant values only in a small transversal region around a mean axis (propagation direction). This is the typical behavior of the beams generated by laser emitters. On the other hand, the polarization has an intrinsic local character. In the literature, however, it is frequently encountered for most optical systems that the transmitted wavefront is assumed to have uniform (constant) polarization state. But, apart from the inherent point-dependent instrumental or residual polarization [28] of the non-ideal systems, current optical technologies that uses diffractive optical elements, polarization gratings or liquid crystals, to name only three, could involve devices in which the anisotropic behavior can change across the input and exit pupils of the optical element (this is of potential interest, for example, in interferometry and in optical information processing). For such systems and beams the above uniformity assumption fails. Moreover, in general, the polarization of a light beam generated by a partially coherent beam is considered, in a general case, as both partially coherent and partially polarized from a spatial point of view. In conclusion, realistic beams, such as those emitted by laser cavities, exhibit, in general, spatially non-uniform distributions of their polarization state, which, in turn, are modified when the beams travel through optical systems. In addition, the quasi-monochromatic beam-like fields quoted before have to be considered, in a general case, as both partially coherent and partially polarized from an spatial point of view.

The present paper deals with the problem of characterizing this kind of general non-uniformly polarized beams. In particular we will discuss in the following sections the characterization of their spatial structure by means of certain parameters and figures of merit that

(i) are valid for arbitrary beams,
(ii) are defined analytically in a rigorous way,
(iii) can be measured,
(iv) propagate according to simple laws through first-order optical systems.

This paper is then arranged as follows. The next section surveys the well-known existing formalism used to describe partially polarized beams. Special attention is devoted to justify, in a simple way, the quasi-transversality approximation that we
apply in the remainder of the paper. In addition, it is summarized in this section the basic content of the ISO/DIS 12005 document, concerning an international standard to evaluate the state and the degree of polarization of the light beams. The analytical and experimental limitations of this proposal are also briefly discussed. Section 3 introduces a physically meaningful scalar parametric description of the spatial structure of light beams, which constitutes the starting point for the vectorial parametric characterization developed in detail in Section 4. This vector formalism will enable us to define a new degree of polarization whose properties and measurement are illustrated by means of several examples in Section 5. Complementary information to that inferred from the above degree of polarization is provided by two other parameters, which are also reviewed in the same section. Section 6 deals with a beam quality parameter, which has revealed to be a useful tool to specify simultaneously the focussing properties of the beam at the near and at the far field. This figure of merit is defined for partially polarized beams. Improvement and optimization of this parameter by employing first-order polarizing optical systems is analyzed in the same section. In Section 7, the so-called electromagnetic vector beams will be considered. This kind of beams are receiving increasing attention in the last few years [36–50]. Here their interest arises from the fact that the paraxial and quasi-transversality assumptions we have supposed throughout this paper are removed. Finally, in Section 8, the main conclusions of this work are summarized.

2. Common representations of the polarization

To study the polarization properties of light fields, a single-vector description is applied in the majority of the cases of interest. More specifically, due to the nature of the detection processes usually involved in the measurements, the electric vector of the electromagnetic disturbance is chosen to be the vectorial quantity that represents the polarization state. Throughout the present paper we will follow an identical choice. Next, we will briefly review the main calculi that have been developed for analysing polarization, namely, those based on the Jones matrix, the Mueller matrix and, more recently, on the so-called beam coherence-polarization (BCP) matrix [51–53]. All these formalisms represent the polarization of the field by means of functions (vectors or matrices) that explicitly depend on the position of typical points of the beam cross-section. This is the key conceptual difference with respect to the treatment we will introduce in the following sections, in which the polarization will be described by means of overall parameters, averaged (in a sense) over the transverse spatial regions where the beam intensity is significant.

2.1. The Jones calculus

Let us consider a coherent monochromatic plane wave whose electric field vector \( \mathbf{E} \) has the form

\[
\mathbf{E} = \begin{pmatrix} E_s \\ E_p \end{pmatrix} = \begin{pmatrix} a_s \exp[i(kz - \omega t + \delta_s)] \\ a_p \exp[i(kz - \omega t + \delta_p)] \end{pmatrix},
\]

(2.1)
where the subscripts $s$ and $p$ refer to the Cartesian components orthogonal to the direction of propagation $z$ (see Fig. 1), $k$ is the wavenumber of the light field, $\omega$ the angular frequency and the coefficients $a_j, \delta_j$, $j = s, p$, denote the amplitudes and phases associated to the transverse components. The Jones vector that represents this field is then defined as

$$
\mathbf{E} = \begin{pmatrix}
a_s \exp(i\delta_s) \\
ap \exp(i\delta_p)
\end{pmatrix}.
$$

(2.2)

Note that both the amplitude and the polarization state of this field are uniform across any transverse plane.

Within the framework of the Jones calculus, the polarization properties of linear non-scattering optical systems can be described by means of a $2 \times 2$ matrix, the Jones matrix, which relates the exit and the incident fields passing through the optical element. We have

$$
\mathbf{E}_{\text{output}} = \mathbf{j} \mathbf{E}_{\text{input}} = \begin{pmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{pmatrix} \begin{pmatrix} E_s \\ E_p \end{pmatrix}_{\text{input}},
$$

(2.3)

where $J_{mn}$, $m,n = 1,2$, are, in general, complex elements and the letters surmounted by a caret will denote, from now on, matrices. Propagation through cascaded optical systems is then analyzed from the product of the successive Jones matrices, that is,

$$
\mathbf{j} = \mathbf{j}_M \mathbf{j}_{M-1} \ldots \mathbf{j}_2 \mathbf{j}_1.
$$

(2.4)

To end this short sketch of the Jones theory let us recall that each Jones matrix has two eigenpolarizations (or eigenvectors) $\mathbf{E}_\alpha$ and $\mathbf{E}_\beta$, which are transmitted by the system in the same polarization state and obey the eigenvalue equations

$$
\mathbf{j} \mathbf{E}_\alpha = \alpha \mathbf{E}_\alpha,
$$

(2.5)

$$
\mathbf{j} \mathbf{E}_\beta = \beta \mathbf{E}_\beta.
$$

(2.6)

Fig. 1. Schematic of the Cartesian coordinate system. The plane wave propagates in the $z$-direction.
In addition, it can be shown that a Jones matrix can be written as a linear combination of the Pauli spin matrices [54,55]

$$\mathbf{J} = \sum_{m=0}^{3} c_m \sigma_m,$$

(2.7)

where $\sigma_0$ represents the $2 \times 2$ identity matrix

$$\sigma_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$$

(2.8)

and the coefficients $c_m$ are complex numbers, which are closely related with the eigenvalues $\alpha$ and $\beta$ by the formulae

$$\alpha = c_0 + (c_1^2 + c_2^2 + c_3^2)^{1/2},$$

(2.9)

$$\beta = c_0 - (c_1^2 + c_2^2 + c_3^2)^{1/2}.$$  

(2.10)

The Jones representation and the Pauli matrices will be handled in subsequent sections.

2.2. The quasi-transversality approach

The transversality condition for the electric field vector (i.e., $\mathbf{E}$ lies in planes orthogonal to the direction of propagation) assures us that the longitudinal component $E_z$ vanishes. This provides a major simplification in the calculations. However, in practice, beam-like fields should be considered as a superposition of plane waves with slightly different directions, so that the beam spreads out under propagation. Moreover, it can be shown [36,37] that even the widely used linearly polarized Gaussian beam does not satisfy the Maxwell equations. These facts force us to take some care when we try to cancel the contribution of the vector component along the propagation direction, keeping only the transverse ones.

It can be proved [38,56] that, within the paraxial approximation, the longitudinal component of a beam-like field can be neglected to a good accuracy. Since this result is of major concern to characterize the polarization of a light field, we will next provide a simple demonstration of this approach.

For the sake of simplicity, only the coherent case will be explicitly considered. As before, the Cartesian electric vector components are denoted by $\mathbf{E} = (E_s, E_p, E_z)$, and we assume that the beam-like field is monochromatic and propagates through a non-magnetic, isotropic, homogeneous medium. Starting from the Maxwell equations, it is shown in many textbooks that the field components fulfill the Helmholtz equation:

$$\nabla^2 E_j + k^2 n^2 E_j = 0, \quad j = s, p, z,$$

(2.11)

where $k$ is the wavenumber of the light and $n$ represents the refractive index of the medium.

Let us now consider that the field exhibits a beam-like structure and remains essentially concentrated around the $z$-axis. If we assume long enough propagation distances $z$ to neglect the contribution of evanescent waves, the electric vector
components, solution of the Helmholtz equations, can be expressed in terms of their angular plane-wave spectra in the form

\[ E_j(x, y, z) = \int \tilde{E}_j(u, v) \exp\{ikn[xu + yv + z(1 - u^2 - v^2)^{1/2}]\} \, du \, dv, \]

\[ j = s, p, z. \]  

(2.12)

The function \( \tilde{E}_j(u, v) \) can then be understood as the amplitude associated to an elementary plane-wave component traveling along the direction specified by the unit vector \((u, v, (1 - u^2 - v^2)^{1/2})\).

The paraxial regime is characterized by the condition \([1, 57, 58]\)

\[ u, v \ll 1, \]  

(2.13)

which is consistent with the typical small angular width (also called divergence) of a laser beam. Consequently, the paraxial approximation follows from the substitution:

\[ \exp\{ikn[1 - (u^2 + v^2)]^{1/2}\} \simeq \exp(iknz) \exp\left[-i \frac{knz}{2} (u^2 + v^2)\right] \]  

(2.14)

in the exponential factor inside the integral of Eq. (2.12). We get

\[ E_j(x, y, z) = \exp(iknz) \int \tilde{E}_j(u, v) \exp[ikn(xu + yv)] \]

\[ \times \exp\left[-i \frac{knz}{2} (u^2 + v^2)\right] \, du \, dv, \quad j = s, p, z. \]  

(2.15)

We see that the vector components can formally be separated into a rapidly varying global phase factor in the longitudinal direction \(z\) and an amplitude that varies slowly in the \(s, p\) and \(z\) directions.

To proceed further, note that, for the media we are considering in this work, the electric field \(E\) obeys the Maxwell equation

\[ \nabla \cdot E = 0, \]  

(2.16)

which establishes a link between the respective plane-wave spectra \(\tilde{E}_j(u, v), j = s, p, z\), namely,

\[ u\tilde{E}_s(u, v) + v\tilde{E}_p(u, v) + [1 - (u^2 + v^2)]^{1/2}\tilde{E}_z(u, v) = 0, \]  

(2.17)

where again the evanescent wave are assumed to be negligible. Eq. (2.12) finally reads

\[ \tilde{E}_z(u, v) = \frac{u\tilde{E}_s(u, v) + v\tilde{E}_p(u, v)}{(1 - u^2 - v^2)^{1/2}}. \]  

(2.18)

This expression allows us to evaluate the relative importance of the longitudinal electric field component with regard to the transverse ones: since in the paraxial regime \(u, v \ll 1\) we have

\[ \tilde{E}_z(u, v) \ll \tilde{E}_s(u, v), \tilde{E}_p(u, v). \]  

(2.19)

In other words, we conclude that, within the framework of the paraxial limit, \(E_z\) can be neglected as compared with \(E_s\) and \(E_p\). More precise analyses [38] show that the
longitudinal field amplitude is, in fact, two or three orders of magnitude smaller than
the total field amplitude itself.

2.3. Polarization matrices

A complete description of the vectorial properties of a general electromagnetic
field is provided by the tensorial theory of coherence developed by Wolf long ago
[51,59,60]. The random light field, assumed to be stationary and ergodic (at least, up
to second order) is determined by four coherence matrices, whose elements are

\[ \mathcal{E}_{jk} = \langle E_j^*(\mathbf{r}_1, t)E_k(\mathbf{r}_2, t + \tau) \rangle_t, \]

\[ \mathcal{H}_{jk} = \langle H_j^*(\mathbf{r}_1, t)H_k(\mathbf{r}_2, t + \tau) \rangle_t, \]

\[ \mathcal{M}_{jk} = \langle E_j(\mathbf{r}_1, t)H_k(\mathbf{r}_2, t + \tau) \rangle_t, \]

\[ \mathcal{N}_{jk} = \langle H_j(\mathbf{r}_1, t)E_k(\mathbf{r}_2, t + \tau) \rangle_t, \]

where \( E_j \) and \( H_k \), \( j, k = s, p, z \), represent again the three components of the electric
and magnetic fields, respectively. In these equations \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) are position vectors, \( t \) is
the temporal variable, \( \tau \) a time interval and the symbol \( \langle \cdot \rangle_t \) denotes a temporal
average (since the field is ergodic, temporal and ensemble averages are equivalent).
The elements of the coherence matrices are the correlations among the components
of the electric and magnetic fields in two points, \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \), evaluated at different
times, \( t_1 \) and \( t_2 \), separated by the interval \( t_2 - t_1 = \tau \). Note that the matrix elements
do not depend on the time origin but only on the time difference \( \tau \) because of the
hypothesis of stationarity. In addition, since

\[ \mathcal{M}_{kj}(\mathbf{r}_1, \mathbf{r}_2, \tau) = \mathcal{N}_{jk}(\mathbf{r}_2, \mathbf{r}_1, -\tau), \]

the matrices \( \mathcal{M} \) and \( \mathcal{N} \) are equivalent, and a set of \( 3 \times 3 \) independent matrices would
then suffice to characterize the electromagnetic field.

Let us now restrict ourselves to a single vector description and adopt the quasi-
transversality approximation. In such a case, a single \( 2 \times 2 \) matrix (the so-called
covariance matrix \( \hat{\Gamma} \)) can be handled rather than the previous \( 3 \times 3 \) coherence
matrices. By choosing the \( z \)-axis as the effective direction of propagation of the
beam-like field, the matrix \( \hat{\Gamma} \) can be written in the form

\[ \hat{\Gamma}(\mathbf{r}_1, \mathbf{r}_2, z; \tau) = \begin{pmatrix} \Gamma_{ss}(\mathbf{r}_1, \mathbf{r}_2, z; \tau) & \Gamma_{sp}(\mathbf{r}_1, \mathbf{r}_2, z; \tau) \\ \Gamma_{ps}(\mathbf{r}_1, \mathbf{r}_2, z; \tau) & \Gamma_{pp}(\mathbf{r}_1, \mathbf{r}_2, z; \tau) \end{pmatrix}, \]

where \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) are now position vectors lying in a plane \( z = \text{constant} \), and

\[ \Gamma_{lm}(\mathbf{r}_1, \mathbf{r}_2, z; \tau) = \langle E_l^*(\mathbf{r}_1, z; t)E_m(\mathbf{r}_2, z; t + \tau) \rangle_t, \quad l, m = s, p. \]

Again \( s \) and \( p \) refer to Cartesian axes orthogonal to the direction of propagation \( z \).
Note that the covariance matrix is the natural vectorial generalization of the scalar
mutual coherence function

\[ \Gamma(\mathbf{r}_1, \mathbf{r}_2, \tau) = \langle E^*(\mathbf{r}_1, t)E(\mathbf{r}_2, t + \tau) \rangle_t. \]
In the present work we will focus our attention on quasi-monochromatic waves of mean frequency \( \nu \) and effective spectral width \( \Delta \nu \). If we further suppose that any time delay introduced in the propagation process is small compared to the coherence time \( 1/\Delta \nu \), the covariance matrix becomes

\[
\hat{\Gamma}(\mathbf{r}_1, \mathbf{r}_2, z) = \hat{\mathbf{G}}(\mathbf{r}_1, \mathbf{r}_2, z) \exp(-2\pi i \nu t), \tag{2.28}
\]

where the matrix

\[
\hat{\mathbf{G}}(\mathbf{r}_1, \mathbf{r}_2, z) = \begin{pmatrix} G_{ss}(\mathbf{r}_1, \mathbf{r}_2, z) & G_{sp}(\mathbf{r}_1, \mathbf{r}_2, z) \\ G_{ps}(\mathbf{r}_1, \mathbf{r}_2, z) & G_{pp}(\mathbf{r}_1, \mathbf{r}_2, z) \end{pmatrix}, \tag{2.29}
\]

is called beam coherence-polarization (BCP) matrix \([52,53]\). In the above equation the matrix elements \( G_{lm}(\mathbf{r}_1, \mathbf{r}_2, z) \) denote the temporal averages \( \langle E_l^*(\mathbf{r}, z; t)E_m(\mathbf{r}, z; t) \rangle_t \), where \( l, m = s, p \). The BCP matrix provides a joint description of the polarization and spatial coherence properties of the beam. Its diagonal elements, \( G_{ss} \) and \( G_{pp} \), could be regarded as the mutual intensities of the beam after crossing ideal linear polarizers whose transmission axes are the \( s \)-axis and the \( p \)-axis, respectively. Actually, \( \hat{\mathbf{G}} \) has only three independent elements, as follows from the relation between its non-diagonal elements:

\[
G_{sp}(\mathbf{r}_1, \mathbf{r}_2, z) = G_{ps}(\mathbf{r}_2, \mathbf{r}_1, z). \tag{2.30}
\]

Finally, it should be mentioned that all the elements of the BCP matrix could be considered measurable functions through certain Young interference experiments \([53]\).

2.4. The Stokes–Mueller calculus

The local behavior of the polarization of a beam can be inferred from the BCP matrix with equal arguments \( \mathbf{r}_1 = \mathbf{r}_2 = \mathbf{r} \), i.e., from the Hermitian matrix

\[
\hat{\mathbf{G}}(\mathbf{r}) = \begin{pmatrix} G_{ss}(\mathbf{r}) & G_{sp}(\mathbf{r}) \\ G_{ps}(\mathbf{r}) & G_{pp}(\mathbf{r}) \end{pmatrix}, \tag{2.31}
\]

where

\[
I(\mathbf{r}) = \text{Tr}[\hat{\mathbf{G}}(\mathbf{r})] = G_{ss}(\mathbf{r}) + G_{pp}(\mathbf{r}), \tag{2.32}
\]

represents the intensity at each point \( \mathbf{r} \) of the beam cross-section. In the above expression \( \text{Tr} \) stands for trace. To simplify the notation we omit the explicit dependence on \( z \) in the equations. An alternative four-parameter representation of polarized light is also provided by introducing the well-known Stokes vector \( \mathbf{S} \), which is defined relative to a local coordinate in a plane perpendicular to the effective propagation axis of the beam. The components of this vector are the Stokes parameters, defined in terms of the elements of \( \hat{\mathbf{G}} \) as follows:

\[
s_0(\mathbf{r}) = G_{ss}(\mathbf{r}) + G_{pp}(\mathbf{r}), \tag{2.33}
\]

\[
s_1(\mathbf{r}) = G_{ss}(\mathbf{r}) - G_{pp}(\mathbf{r}), \tag{2.34}
\]
\[ s_2(r) = 2 \text{Re}[G_{sp}(r)], \]
\[ s_3(r) = 2 \text{Im}[G_{sp}(r)], \]

where \( \text{Re}[\cdot] \) and \( \text{Im}[\cdot] \) denote the real and imaginary parts, respectively. Since \( G_{ss}G_{pp} - G_{sp}G_{ps} \geq 0 \), we get the general condition
\[ s_2^0(r) \geq s_1^2(r) + s_2^2(r) + s_3^2(r). \]

Furthermore, it is easy to see that the matrix \( \hat{G} \) can be written in terms of these parameters in the form
\[ \hat{G}(r) = \frac{1}{2}[s_0(r) \sigma_0 + s_1(r) \sigma_1 + s_2(r) \sigma_2 + s_3(r) \sigma_3], \]

where \( \sigma_i, \ i = 0, 1, 2, 3 \) are the Pauli matrices defined by Eq. (2.8) previously. This result closely resembles that obtained for the Jones matrices. Taking this into account, the two eigenvalues, \( \alpha_G \) and \( \beta_G \), of the matrix \( \hat{G} \) can be calculated from the Stokes parameters. We then have
\[ \alpha_G = \frac{1}{4}[2s_0 + (s_1^2 + s_2^2 + s_3^2) / 2], \]
\[ \beta_G = \frac{1}{4}[s_0 - (s_1^2 + s_2^2 + s_3^2) / 2]. \]

The Stokes parameters are measurable quantities [15,54,61], which have also been employed, for example, in quantum mechanics [62]. In Optics, they are frequently used in connection with the Mueller calculus (see below) concerning the polarization description in irradiance-measuring devices, such as polarimeters and spectrometers, to mention only two. In addition, the Stokes parameters define the Poincaré sphere, that is, the unit sphere whose points, with coordinates \( (s_1, s_2, s_3) \), characterize the polarization state. Furthermore, within the framework of the density function approach [63,64] each state of partial polarization has been shown to be related to a probability distribution on the Poincaré sphere [65]. More specifically, the statistics of normalized and non-normalized Stokes parameters has been used to analyze light scattering by random media [65,66] as occurs, for example, in the characterization of random rough surfaces.

It would be desirable to describe the polarization state of a wave by means of a single parameter. This can be done by using the so-called degree of polarization, frequently encountered in the literature [54,61]. Since any quasi-monochromatic beam may be considered as a sum of a completely polarized and a completely unpolarized wave, independent each other, the degree of polarization is usually defined as the ratio of the intensity of the polarized part to the total intensity of the wave. It should be noted that, in general, such ratio will differ from one point to another. Hence we refer to it as the local degree of polarization \( P(r) \), where \( r \) is, again, a position vector lying in a plane \( z = \text{constant} \). This parameter has been expressed in equivalent forms, namely [52,54,61],
\[ P(r) = \left\{ 1 - \frac{4 \det[\hat{G}(r)]}{\text{Tr}[\hat{G}(r)]} \right\} = \frac{\alpha_G(r) - \beta_G(r)}{\alpha_G(r) + \beta_G(r)} = \frac{(s_1^2(r) + s_2^2(r) + s_3^2(r))^{1/2}}{s_0^2(r)}, \]
where \( \text{det} \) denotes the determinant, and its value is independent of the choice of the transverse \( s \)- and \( p \)-axis, as expected. It is not difficult to show that \( 0 \leq P(r) \leq 1 \). The maximum value, \( P(r) = 1 \), for every \( r \), correspond to uniformly totally polarized fields, and the minimum value, \( P(r) = 0 \), for every \( r \), to unpolarized (natural) light.

Closely connected with the Stokes parameters we can define the Mueller matrix of an optical system as the \( 4 \times 4 \) matrix \( \mathcal{M} \) which transform the Stokes vector of the incident beam into the Stokes vector of the exiting field, i.e. \( [28,67] \)

\[
S_{\text{out}} = \mathcal{M} S_{\text{in}} = \begin{pmatrix}
m_{00} & m_{01} & m_{02} & m_{03} \\
m_{10} & m_{11} & m_{12} & m_{13} \\
m_{20} & m_{21} & m_{22} & m_{23} \\
m_{30} & m_{31} & m_{32} & m_{33}
\end{pmatrix}
\begin{pmatrix}
s_0 \\
s_1 \\
s_2 \\
s_3
\end{pmatrix}_{\text{in}},
\]

(2.42)

where \( m_{ij}, i,j = 0,1,2,3 \), are real valued elements, and the subscript \( \text{in} \) and \( \text{out} \) stand for the incident and exiting polarized fields, respectively. Moreover, the Mueller matrix associated to a sequence of cascaded polarizing instruments is given by the product of matrices of the individual optical elements.

In practice, Mueller matrices represent optical devices whose polarization-altering properties are uniform across the beam section. This makes the elements of the Mueller matrices of the common polarizing systems constant. Accordingly, the Mueller matrices form a subset of the \( 4 \times 4 \) real matrices. Necessary conditions for physical realizability can be found, for example, in Refs. [28,68,69].

Let us finally recall that all Jones matrices have a corresponding Mueller matrix, although this is not a one-to-one mapping. For brevity, we omit here the correspondence relationships between both types of matrices \( \mathcal{M} \) and \( \mathcal{J} \), which are given, for instance, in Ref. [68]. We will come back into the Stokes–Mueller formalism in Section 4.

2.5. ISO standards for polarization

We have seen in Section 2.3 that a quasi-monochromatic beam-like field is fully characterized (up to second order) by its BCP matrix. To determine its elements, conceptually simple measurement procedures can be proposed [53]. However, since the BCP matrix elements are complex-valued functions of five scalar space variables, the accurate implementation of such methods seems to be, in practice, a complicated and cumbersome task.

It would then be desirable to establish simple and fast-to-measure standards for characterizing the state and the degree of polarization of a light beam. This is the aim of the ISO 12005 document [70]. Let us then briefly describe the basis of this standard proposal.

The optical devices used to perform the measurements along with certain experimental requirements are listed below:

(i) **Power detector**: The output signal (voltage) should depend linearly on the input signal (laser power). A prior calibration procedure is needed.
(ii) **Linear polarizer**: The ratio $T$ between its maximum and minimum transmission (associated with the two eigenpolarizations of the polarizer) should fulfill

$$\frac{1 - p}{5p} \leq 0.02,$$

where $p$ represents the degree of polarization of the beam to be measured. In other words, the use of a given polarizer is restricted by the polarization characteristics of the beam.

(iii) **Quarter-wave plate**: It should be designed to produce a phase difference between the two eigenpolarization of the element equal to $\lambda/4 + \lambda/200$, where $\lambda$ is the mean wavelength of the beam.

(iv) **Optical attenuator**: It should be spatially uniform, without altering the polarization structure of the incident field.

The polarization of a beam is then evaluated from the determination of two contrast parameters, $C_1$ and $C_2$: First, we measure the maximum and minimum values of the beam power, $(W_1)_{\text{max}}$ and $(W_1)_{\text{min}}$, transmitted by a rotating linear polarizer (see Fig. 2a). One then gets

$$C_1 = \frac{(W_1)_{\text{max}} - (W_1)_{\text{min}}}{(W_1)_{\text{max}} + (W_1)_{\text{min}}}. \quad (2.44)$$

In a second step, a rotating quarter-wave plate is introduced between the source and the polarizer (see Fig. 2b). Both elements are rotated independently, and we measure again the maximum and minimum values, $(W_2)_{\text{max}}$ and $(W_2)_{\text{min}}$, of the transmitted power through the system. The parameter $C_2$ is defined in an analogous way to $C_1$:

$$C_2 = \frac{(W_2)_{\text{max}} - (W_2)_{\text{min}}}{(W_2)_{\text{max}} + (W_2)_{\text{min}}}. \quad (2.45)$$

Fig. 2. (a) Schematic used to measure the parameter $C_1$. The polarizer is rotated around the central axis of the system. (b) Schematic used to measure the parameter $C_2$. Both the polarizer and the quarter-wave plate are now rotated.
with
\[ 0 \leq C_1, C_2 \leq 1. \] (2.46)

The polarization state of the measured beam is then categorized following a similar procedure to that employed in the analysis of uniformly polarized planar waves. Thus, for example, if \( C_1 > 0.9 \), the beam is classified as totally polarized and its degree of polarization is considered to be equal to \( C_1 \). Furthermore, when \( C_1, C_2 < 0.1 \), the beam is said to be unpolarized. For brevity, we do not enter into more details of the ISO proposal, which the interested reader may find in Ref. [70].

It should be noted, however, that the experimental simplicity of the above classification standard method involves a price to pay, namely: (i) the lack of generality (the procedure essentially applies to uniformly polarized fields only), (ii) the absence of analytical propagation laws allowing to infer the polarization structure at some plane from the measured values at another previous plane, and (iii) the poor accuracy in the definitions used to classify the beams. Nevertheless, the ISO 12005 document should be considered a preliminary useful tool, valid for both continuous and pulsed beams (provided they are well stabilized in frequency and intensity), which deserves further attention in the future.

To end this section let us finally remark that use of the Stokes parameters, integrated throughout the beam cross-section, requires some caution: although the local values of these parameters \( s_i(r) \), \( i = 0, 1, 2, 3 \), fully specify the polarization structure of any beam, however, a characterization based on the integrated Stokes parameters is only suited for uniformly polarized beams. For example, a radially symmetric linearly polarized beam whose intensity profile also exhibits radial symmetry would seem to be unpolarized from the values of the integrated Stokes parameters. Moreover, the same erroneous conclusion would be inferred from the application of the procedure proposed in the ISO 12005 document. This kind of discrimination problem will be discussed in Section 5.

### 3. Parametric characterization: scalar case

Before introducing a global characterization of polarized laser beams, it would be useful to provide a short survey of the key overall characteristic parameters that are commonly employed in the scalar framework. This will constitute the appropriate basis to treat, in subsequent sections, the vectorial behavior of the light beams. It should also be remarked that a number of these scalar overall parameters have been accepted as current ISO standards for laser beams.

#### 3.1. Formalism and key parameters

A general (scalar) partially coherent field can be characterized (up to second order) by its cross-spectral density (CSD) function \( W(r_1, r_2) \), defined in the form [1]
\[
W(r_1, r_2, \omega) = \Psi^*(r_1, \omega)\Psi(r_2, \omega),
\] (3.1)
where $\Psi$ denotes the field amplitude at frequency $\omega$, $\mathbf{r}_1$ and $\mathbf{r}_2$ are two-dimensional position vectors transverse to the propagation direction $z$, and the overbar symbolizes an ensemble average. As is well known, the function $W$ represents the correlation of the light field at two points $\mathbf{r}_1$ and $\mathbf{r}_2$ over the beam cross-section. Although, in terms of this function, the field propagation through optical systems can be analytically investigated in a rigorous way, however, the accurate experimental determination of the CSD constitutes a rather cumbersome task. This is particularly difficult for common multimode laser beams such as those emitted by Nd:YAG, excimer or high-power laser cavities.

It thus seems to be of more practical use to describe the spatial behavior of a light beam by means of global parameters or figures of merit that propagate according to simple laws. To do this let us first introduce the so-called Wigner distribution function (WDF), associated to the CSD through a Fourier transform relationship:

$$h(\mathbf{r}, \mathbf{\eta}, z) = \int_{-\infty}^{+\infty} W(\mathbf{r}, \mathbf{s}, z) \exp(ik \cdot \mathbf{s}) \, d\mathbf{s}, \quad (3.2)$$

where $\mathbf{r} = (x, y)$ denotes the two-dimensional position vector orthogonal to the $z$-axis, $k \mathbf{\eta} = (ku, kv) = (k_x, k_y)$ gives the wavevector components along the Cartesian $x$- and $y$-axis, and $\mathbf{s}$ is a dummy vectorial variable. Again, $u$ and $v$ represent angles of propagation (without taking the evanescent waves into account). For simplicity, explicit dependence on temporal frequency $\omega$ has been omitted. Note that, in the above equation, the CSD function is defined in terms of the variables $\mathbf{r}$ and $\mathbf{s}$, which are related with $\mathbf{r}_1$ and $\mathbf{r}_2$ by the formulae

$$\mathbf{r} = \frac{\mathbf{r}_1 + \mathbf{r}_2}{2}, \quad \mathbf{s} = \mathbf{r}_1 - \mathbf{r}_2. \quad (3.3)$$

In other words, $\mathbf{r}$ gives the middle point between $\mathbf{r}_1$ and $\mathbf{r}_2$ and $\mathbf{s}$ expresses their separation.

The WDF was defined by Wigner in quantum mechanics to describe the phenomena in the phase space (position-momentum) of the particles. Later Walther [71] introduced this function in Optics to link partial coherence with traditional radiometry. In a sense, the WDF can be physically understood in Optics as the amplitude associated to a ray passing through a point along a certain direction. It should be noted, however, that unlike the positiveness of the energy content of a ray, the WDF could take negative values in some cases [72,73]. Nevertheless, from the WDF it is possible to define a number of parameters closely related with radiometric concepts. As a matter of fact, integration of $h(\mathbf{r}, \mathbf{\eta}, z)$ over the angular variables $u$ and $v$ is proportional to the beam irradiance. Furthermore, integration over the spatial variables $x$ and $y$ gives the directional intensity, which is proportional to the radiant intensity of the field (a factor $\cos^2 \beta$ apart, where $\beta$ is the angle of observation).

In addition, the so-called beam intensity moments can be rigorously defined as follows:

$$\langle x^m y^n u^p v^q \rangle \equiv \frac{1}{I_0} \int \int_{-\infty}^{+\infty} x^m y^n u^p v^q h(\mathbf{r}, \mathbf{\eta}, z) \, d\mathbf{r} \, d\mathbf{\eta}. \quad (3.4)$$
where \(m, n, p, q\) are integer numbers, the sharp brackets \(\langle \quad \rangle\) are defined by Eq. (3.4) itself, and
\[
I_0 = \int \int_{-\infty}^{+\infty} h(\mathbf{r}, \eta, z) \, d\mathbf{r} \, d\eta,
\]
is proportional to the total irradiance.

The four first-order beam moments, namely, \(\langle x \rangle\), \(\langle y \rangle\), \(\langle u \rangle\) and \(\langle v \rangle\), characterize the center of the beam and its mean direction. For the sake of simplicity, in what follows it will be assumed that these moments equal zero. This is not a true restriction, since it is equivalent to a shift of the Cartesian coordinate system.

The ten different second-order moments are shown to be closely related with the spatial structure of the beam. In terms of them, the following physically meaningful characteristic parameters have been introduced in the literature (see, for example Refs. [74–80]):

- The (squared) beam width at a plane \(z = \text{constant}\) (i.e., the spatial size of the cross-section where the intensity takes significant values) is represented by \(\langle x^2 + y^2 \rangle\), where \(\langle x^2 \rangle\) and \(\langle y^2 \rangle\) are the (squared) transverse beam widths along the \(x\)- and \(y\)-axis, respectively (see Fig. 3). In terms of the beam intensity, \(I(x, y)\), we have
\[
\langle x^2 + y^2 \rangle = \frac{\int \int_{-\infty}^{+\infty} (x^2 + y^2) I(x, y) \, dx \, dy}{\int \int_{-\infty}^{+\infty} I(x, y) \, dx \, dy}.
\]

- \(\langle u^2 + v^2 \rangle\) is a measure of the (squared) far-field divergence, which is connected with the energy distribution associated with each spatial frequency of the beam.
- \(\langle xu + yv \rangle\) gives the position of the beam waist, i.e., the plane where the beam width takes its minimum value (see Fig. 3). More specifically, \(\langle xu + yv \rangle\) vanishes at such plane. In addition, \(\langle xu \rangle\) and \(\langle yv \rangle\) are related to the curvature radii of the beam by the formulae
\[
R_x = \frac{\langle x^2 \rangle}{\langle xu \rangle}, \quad R_y = \frac{\langle y^2 \rangle}{\langle yv \rangle}.
\]

- \(\langle xy \rangle\) provides the orientation of the so-called principal axis of the beam through the condition \(\langle xy \rangle = 0\) [81]. The beam widths \(\langle x^2 \rangle^{1/2}\) and \(\langle y^2 \rangle^{1/2}\) reach their extreme (maximum and minimum) values along the principal axes (see Fig. 4). Since, in general, the spatial profile rotates as the field propagates in free space, these axes can be used to determine the orientation of the beam profile.
- \(\langle uv \rangle\) gives the orientation of the so-called absolute axes of the beam [81], which are defined by the condition \(\langle uv \rangle = 0\). Unlike the principal axes, the absolute axes do not rotate upon free propagation, so that they constitute an absolute transverse coordinate system with respect to which the orientation of the principal axes is fixed.
- The difference \(\langle xv \rangle - \langle yu \rangle\) is related with the orbital angular momentum of the beam. The angular momentum is responsible for the twisting spatial behavior
displayed by some type of beams under propagation (see Fig. 5). In fact, the time averaged orbital angular momentum flux $J_z$ transported by the beam through a plane $z=\text{constant}$ is given by 

$$J_z = I_0 \left( \langle xv \rangle - \langle yu \rangle \right),$$  

(3.8)

where $c$ is the speed of light. In particular, $J_z$ vanishes for rotationally symmetric Gaussian beams as well as for Hermite–Gauss beams, but it differs from zero for twisted Gaussian beams or for certain rotationally symmetric Laguerre–Gauss beams.

- Finally, other useful parameter that can be expressed in terms of second-order moments, is the Rayleigh range, $z_R$, which represents the distance that a beam must propagate in free space to duplicate its (squared) width. This parameter can
be defined as follows:

\[
z_R = \left( \frac{\langle r^2 \rangle_w}{\langle \eta^2 \rangle} \right)^{1/2},
\]

(3.9)

where the subscript \( w \) indicates that the moment is evaluated at the waist plane.

Some higher-order moments of the WDF are also of interest. In particular, certain fourth-order moment, namely, the kurtosis, has been shown to quantify the sharpness of the beam [83–87]. Moreover, a number of combinations of the intensity moments give rise to invariant parameters [88–91]. Among them, the so-called beam
quality factor has demonstrated to be of special relevance [88,92–95]. For brevity, we refer the reader to Section 6.

To analytically handle in a compact way the second-order moments of a beam it is useful to arrange them in a $4 \times 4$ symmetric matrix, $\hat{M}$, defined at a certain plane in the form

$$\hat{M} = \begin{pmatrix}
\langle x^2 \rangle & \langle xy \rangle & \langle xu \rangle & \langle xv \rangle \\
\langle xy \rangle & \langle y^2 \rangle & \langle yu \rangle & \langle yv \rangle \\
\langle xu \rangle & \langle yu \rangle & \langle u^2 \rangle & \langle uv \rangle \\
\langle xv \rangle & \langle yv \rangle & \langle uv \rangle & \langle v^2 \rangle 
\end{pmatrix}. \quad (3.10)$$

The importance of this matrix arises from the following major properties:

(i) All the elements of $\hat{M}$ are measurable quantities, and can be obtained from the beam intensity values at certain planes.

(ii) The value of $\hat{M}$ at the output plane of any first-order optical system can be inferred from the measured values of its elements at the input plane by application of the simple paraxial law [88]

$$\hat{M}_o = \mathcal{J} \hat{M}_i \mathcal{J}^t, \quad (3.11)$$

where $\mathcal{J}$ is the $4 \times 4$ ABCD matrix which represents the optical system, $t$ denotes transposition and the subscript “o” and “i” refer to the output and input planes, respectively.

### 3.2. Measurement of the second-order intensity moments

To conclude this section let us say a few words about the measurement procedure of the above laser beam parameters. Experiments currently employ CCD cameras or similar devices such as pyroelectric matrix arrays [96]. Apart from the spatial resolution limit fixed by the pixel size of the camera, the main experimental limitation comes from the signal-to-noise ratio of the output signal. Light scattering, defective pixels, background noise and electronic circuitry, among other noise sources, would actually reduce the performance of the measurement optical devices. Consequently, a careful measurement process is, in general, required.

The basic method records the beam intensity profile $I(x, y, z)$ at different planes by means of a CCD (or pyroelectric) camera. From the data supplied by the camera (intensity versus position), a laser beam-analyzer software computes the purely spatial moments $\langle x^2 \rangle$, $\langle y^2 \rangle$ and $\langle xy \rangle$. It is easy to see that they propagate in free space according to a parabolic law, namely

$$\langle x^2 \rangle_{z_2} = \langle x^2 \rangle_{z_1} + 2\langle xu \rangle_{z_1}(z_2 - z_1) + \langle u^2 \rangle_{z_1}(z_2 - z_1)^2, \quad (3.12)$$

$$\langle y^2 \rangle_{z_2} = \langle y^2 \rangle_{z_1} + 2\langle yv \rangle_{z_1}(z_2 - z_1) + \langle v^2 \rangle_{z_1}(z_2 - z_1)^2, \quad (3.13)$$

$$\langle xy \rangle_{z_2} = \langle xy \rangle_{z_1} + (\langle xv \rangle_{z_1} + \langle yu \rangle_{z_1})(z_2 - z_1) + \langle uv \rangle_{z_1}(z_2 - z_1)^2. \quad (3.14)$$
In these equations the subscript \( z_2 \) indicates the plane where the spatial intensity moments are measured, and the subscript \( z_1 \) denotes the plane where the intensity moments should be determined.

By using a fitting procedure of the experimental data to the parabolic curves given by Eqs. (3.12)–(3.14), we could obtain eight second-order moments (see Fig. 6). It would remain, however, to get the moments \( \langle xv \rangle_{z_1} \) and \( \langle yu \rangle_{z_1} \), since they are coupled by Eq. (3.14). Consequently, additional measurements are needed [97, 98].

The usual procedure then follows two steps:

**Step 1:** At plane \( z = z_2 \) we set a cylindrical lens \( L_1 \) whose axis makes an angle 45° with the \( x \)-axis. We then have (cf. Eq. (3.11))

\[
\langle xv \rangle_{z_2} - \langle yu \rangle_{z_2} = f_{cyl} \left[ \langle v^2 \rangle_{z_3} + \langle v^2 \rangle_{z_2} - \langle u^2 \rangle_{z_2} - \langle u^2 \rangle_{z_3} \right] + \langle xu \rangle_{z_2} - \langle yv \rangle_{z_2},
\]

where the subscript \( z_3 \) refers to the output plane of \( L_1 \), \( f_{cyl} \) denotes the focal length of the lens and \( \langle xu \rangle_{z_2} \) and \( \langle yv \rangle_{z_2} \) are experimental data.

**Step 2:** After \( L_1 \) we now place a second (spherical) lens \( L_2 \) (see Fig. 7) and measure the transverse beam widths over its paraxial focal plane \( z = z_4 \). We get

\[
\langle u^2 \rangle_{z_3} = \frac{\langle x^2 \rangle_{z_4}}{f_{esf}^2}, \tag{3.16}
\]

\[
\langle v^2 \rangle_{z_3} = \frac{\langle y^2 \rangle_{z_4}}{f_{esf}^2}, \tag{3.17}
\]

where \( f_{esf} \) represents the focal length of \( L_2 \), and \( \langle x^2 \rangle_{z_4} \) and \( \langle y^2 \rangle_{z_4} \) are experimental data. From the combination of Eqs. (3.14)–(3.17), the crossed moments \( \langle xv \rangle_{z_1} \) and \( \langle yu \rangle_{z_1} \) are finally inferred.

![Fig. 6. Squared beam width \( \langle x^2 \rangle \) versus propagation distance \( z \) (in abscises, the distance between divisions is 200 mm). The rhombus represent the experimental values, which correspond to a beam emitted by a CO2 laser [96]. The continuous line is the parabolic curve that best fits the data. At each plane \( z = \) constant three measurement of \( \langle x^2 \rangle \) were performed with a pyroelectric camera. The plane where the parabola reaches its minimum determines the waist plane of the beam.](image)
In Section 2 we recalled that partially polarized beams and polarization-altering optical systems could be handled by using four-component Stokes vectors and Mueller matrices, respectively. To apply such general formalism, most papers assume, however, a uniform polarization state across transverse planes. In the present section we generalize the Stokes representation in order to link the spatial structure of the light beam with its polarization features. This would also provide the mathematical tool to appropriately describe the evolution of the transverse profile of the beam as it propagates through optical systems. As we will see later, this formalism exhibits strong similarities with both the spatial scalar treatment summarized in the previous section and the usual Mueller framework.

4.1. The Wigner matrix

Let us again consider an electromagnetic field understood as an ergodic stationary random process propagating as a beam along the $z$-axis. Assuming the quasi-transversality condition within the paraxial approximation, the associated electric field vector at frequency $\omega$, perpendicular to the $z$-axis may be written as

$$ E(r, z; \omega) = (E_s(r, z; \omega), E_p(r, z; \omega)), \quad (4.1) $$

Fig. 7. Decoupling and measurement of the second-order moments $\langle xx \rangle$ and $\langle yy \rangle$. For clarity, lenses $L_1$ and $L_2$ are represented in separate planes in the figure. Note, however, that these lenses are put together in the experimental arrangement.
where we retain the notation used in Section 2. However, for convenience, the position vector \( \mathbf{r} \) is defined here as the product of \( k = 2\pi/\lambda \) by the Cartesian coordinates of the point at which the field is evaluated. Consequently, \((x, y) = \mathbf{r}\) should be considered dimensionless variables.

Let us now introduce the cross-spectral density matrix written in the form

\[
\hat{W}(\mathbf{r}_1, \mathbf{r}_2, \omega) = \mathbf{E}^\dagger(\mathbf{r}_1, z; \omega) \mathbf{E}(\mathbf{r}_2, z; \omega),
\]

(4.2)

where the overbar denotes an average over an ensemble of realizations, and the dagger indicates the Hermitian conjugate, i.e.,

\[
\mathbf{E}^\dagger = \begin{pmatrix} E_s^* \\ E_p^* \end{pmatrix}.
\]

(4.3)

In terms of \( \hat{W} \), the so-called Wigner matrix, \( \hat{H} \), is defined as [99]

\[
\hat{H}(\mathbf{r}, \eta, z) = \frac{1}{k^2} \int \int \hat{W}(\mathbf{r} + \frac{s}{2} \mathbf{r} - \frac{s}{2}) \exp(i \mathbf{s} \cdot \eta) \, ds,
\]

(4.4)

where \( \eta = (u, v) \), with \( u \) and \( v \) representing propagation angles and \( \mathbf{r} = (\mathbf{r}_1 - \mathbf{r}_2) / 2 \), \( s = \mathbf{r}_1 - \mathbf{r}_2 \) as before. For brevity, in Eq. (4.4) and below the dependence on the frequency \( \omega \) is omitted. No confusion should arise from the fact that the symbol \( H \) is also used for the magnetic field, as the Wigner matrix always appears with a caret. Matrix \( \hat{H} \) can be expressed in matricial form as follows:

\[
\hat{H}(\mathbf{r}, \eta, z) = \begin{pmatrix} h_{ss}(\mathbf{r}, \eta, z) & h_{sp}(\mathbf{r}, \eta, z) \\ h_{ps}(\mathbf{r}, \eta, z) & h_{pp}(\mathbf{r}, \eta, z) \end{pmatrix},
\]

(4.5)

where

\[
h_{ij}(\mathbf{r}, \eta, z) = \frac{1}{k^2} \int \int E_i^s(\mathbf{r} + \frac{s}{2} \mathbf{z}) E_j^p(\mathbf{r} - \frac{s}{2} \mathbf{z}) \exp(i \mathbf{s} \cdot \mathbf{z}) \, ds \quad i, j = s, p.
\]

(4.6)

The diagonal elements of this matrix represent the WDF associated to each transverse component of the whole beam (equivalently, the beam emerging from an ideal linear polarizer whose transmission axis is oriented along the \( s \) or the \( p \) direction). The off-diagonal elements \( h_{sp} \) and \( h_{ps} \) accounts for the existing correlation between the two components of the field. Comparison with the previous section shows that only the diagonal elements of the Wigner matrix are used in the scalar treatment.

### 4.2. The Stokes matrices

In terms of matrix \( \hat{H} \) the so-called Stokes matrices can be defined in the form [99]

\[
\hat{S}_n = \int \int \mathbf{R}^\dagger \mathbf{R} \text{Tr}(\hat{\sigma}_n \hat{H}(\mathbf{r}, \eta)) \, d\mathbf{r} \, d\eta, \quad n = 0, 1, 2, 3,
\]

(4.7)

where

\[
\mathbf{R} \equiv (x, y, u, v) = (\mathbf{r}, \eta)
\]

(4.8)
is a $1 \times 4$ vector, $\sigma_0$ is the $2 \times 2$ identity matrix and $\sigma_1, \sigma_2, \sigma_3$ are again the Pauli matrices. For convenience, we introduce the following notation:

$$[x \beta]_{ij} \equiv \int \int x \beta h_{ij}(r, \eta, z) \, dr \, d\eta, \quad i, j = s, p, \quad x, \beta = x, y, u, v,$$

(4.9)

together with

$$[x \beta]_0 \equiv [x \beta]_{ss} + [x \beta]_{pp},$$

(4.10)

$$[x \beta]_1 \equiv [x \beta]_{ss} - [x \beta]_{pp},$$

(4.11)

$$[x \beta]_2 \equiv [x \beta]_{sp} + [x \beta]_{ps},$$

(4.12)

$$[x \beta]_3 \equiv i([x \beta]_{sp} - [x \beta]_{ps}), \quad x, \beta = x, y, u, v,$$

(4.13)

where the subscripts 0, 1, 2 and 3 refer to the corresponding Stokes matrices.

As is quite apparent from Eqs. (4.10)–(4.13), Eq. (4.9) is closely related with certain averages of the WDF (second-order moments) defined for scalar fields (see Eq. (3.4)). Moreover, the structure of the quantities $[x \beta]_n$, $n = 0, 1, 2, 3$, resembles the structure of the conventional Stokes parameters. Thus it seems that the present treatment (we refer to it as the Wigner–Stokes formalism) could be a good alternative candidate to describe the transverse spatial behavior of non-uniformly partially-polarized beams. It should be noted that this vectorial formalism reduces to the scalar one for the particular case of uniformly linearly polarized beams. Furthermore, the Stokes parameters can be considered themselves as zero-order moments.

To get deeper insight into the physical meaning of the Stokes matrices, let us write $\hat{S}_0$ in the form

$$\hat{S}_0 = \begin{pmatrix} \hat{W}_0^2 & \hat{\Psi}_0 \\ \hat{\Psi}_0^t & \hat{\Phi}_0^2 \end{pmatrix},$$

(4.14)

where

$$\hat{W}_0^2 = \begin{pmatrix} [x^2]_0 & [xy]_0 \\ [xy]_0 & [y^2]_0 \end{pmatrix},$$

(4.15)

$$\hat{\Phi}_0^2 = \begin{pmatrix} [u^2]_0 & [uv]_0 \\ [uv]_0 & [v^2]_0 \end{pmatrix},$$

(4.16)

$$\hat{\Psi}_0 = \begin{pmatrix} [ux]_0 & [uv]_0 \\ [yu]_0 & [vv]_0 \end{pmatrix},$$

(4.17)

are $2 \times 2$ matrices that describe

(i) the spatial structure of the beam intensity profile in the near field (matrix $\hat{W}_0^2$).

(ii) the divergence of the beam at the far field (matrix $\hat{\Phi}_0^2$).

(iii) the orbital angular moment of the beam (matrix $\hat{\Psi}_0$).

(iv) The averaged curvature radius (elements $[ux]_0, [vv]_0$).
Accordingly, the \( S_0 \) matrix gives, in the vectorial case, a similar information to that provided by the beam matrix \( \hat{M} \) in the scalar case. As a matter of fact, the elements of both matrices are related through the formulae

\[
\langle x^2 \rangle = \frac{[x^2]_0}{4\pi^2 k^2 I}, \quad \langle xy \rangle = \frac{[xy]_0}{4\pi^2 k^2 I}, \quad \langle y^2 \rangle = \frac{[y^2]_0}{4\pi^2 k^2 I},
\]

\[
\langle u^2 \rangle = \frac{[u^2]_0}{4\pi^2 I}, \quad \langle uv \rangle = \frac{[uv]_0}{4\pi^2 I}, \quad \langle v^2 \rangle = \frac{[v^2]_0}{4\pi^2 I},
\]

\[
\langle xu \rangle = \frac{[xu]_0}{4\pi^2 kI}, \quad \langle xv \rangle = \frac{[xv]_0}{4\pi^2 kI}, \quad \langle yu \rangle = \frac{[yu]_0}{4\pi^2 kI}, \quad \langle yv \rangle = \frac{[yv]_0}{4\pi^2 kI},
\]

where

\[
I = \frac{1}{4\pi^2} \int \int \text{Tr} \hat{H} \text{dr d} \mathbf{\eta},
\]

is the total intensity of the beam and \( \langle x' \beta \rangle, x, \beta = x, y, u, v \), are the second-order moments introduced for scalar fields in Section 3. We thus conclude that all the spatial parameters defined in the scalar case can be inferred from the knowledge of the \( S_0 \) elements.

As it will be seen below in the paper, the other three matrices, namely, \( \hat{S}_1, \hat{S}_2 \) and \( \hat{S}_3 \), supply information about the spatial distribution of the polarization state of a beam. For example, for a uniformly totally polarized beam the Stokes matrices take the simple form

\[
\hat{S}_1 = (|E_s|^2 - |E_p|^2)\hat{S}_0 = s_1 \hat{S}_0,
\]

\[
\hat{S}_2 = 2 \text{Re}[E_s^* E_p] \hat{S}_0 = s_2 \hat{S}_0,
\]

\[
\hat{S}_3 = 2 \text{Im}[E_s^* E_p] \hat{S}_0 = s_3 \hat{S}_0,
\]

where \( s_1, s_2 \) and \( s_3 \) may be understood as the Stokes parameters associated to a uniformly polarized plane wave with \( s_0 = 1 \).

Let us finally remark that all the elements of the four Stokes matrices are measurable quantities. Details of the experimental procedure to determine them will be given in subsequent subsections.

### 4.3. Second-order classification scheme of partially polarized beams

It can be shown that the diagonal elements of the Stokes matrices fulfill the following inequality:

\[
(\text{Tr} \hat{S}_0)^2 \geq (\text{Tr} \hat{S}_1)^2 + (\text{Tr} \hat{S}_2)^2 + (\text{Tr} \hat{S}_3)^2,
\]
which closely resembles the well-known inequality satisfied by the Stokes parameters, i.e.,
\[ s_0^2 \geq s_1^2 + s_2^2 + s_3^2. \] (4.24)

On the basis of condition (4.23), a simple classification scheme of partially polarized beams can be outlined: in fact, any beam should belong to one of the following categories:

(i) **Second-order totally polarized beams.** These are beams fulfilling the equality
\[ (\text{Tr} \hat{S}_0)^2 = (\text{Tr} \hat{S}_1)^2 + (\text{Tr} \hat{S}_2)^2 + (\text{Tr} \hat{S}_3)^2. \] (4.25)

These kind of fields are the uniformly totally polarized (UTP) beams, whose Cartesian components of the electric field vector are proportional, i.e., \( E_s(r) = \alpha E_p(r) \), where \( \alpha \) is a complex number.

(ii) **Second-order non-polarized beams.** These are beams fulfilling
\[ \text{Tr} \hat{S}_1 = \text{Tr} \hat{S}_2 = \text{Tr} \hat{S}_3 = 0. \] (4.26)

The locally unpolarized beams \( P(r) = 0 \) everywhere) whose divergences along the s- and p-directions take the same value (i.e., \([\mathbf{n}^2]_{ss} = [\mathbf{n}^2]_{pp}\) belong to this type of beams. But this is not the only example. We could also mention, for instance, non-uniformly linearly polarized beams whose polarization plane is oriented along the radial or azimuthal directions and exhibit a radial intensity profile (see Fig. 8).

(iii) **Second-order partially polarized beams.** They are defined through the inequality
\[ (\text{Tr} \hat{S}_0)^2 > (\text{Tr} \hat{S}_1)^2 + (\text{Tr} \hat{S}_2)^2 + (\text{Tr} \hat{S}_3)^2. \] (4.27)

Beams not included in the above two categories belong to this type.

---

Fig. 8. Radial and azimuthal distributions of the polarization at some plane transverse to the propagation direction of the beam.
4.4. Propagation laws of the Stokes matrices through optical systems

We next study the propagation of the Stokes matrices through optical systems, in order to obtain general enough analytical propagation laws. Here we consider three kinds of systems:

(i) First-order (ABCD) optical systems.
(ii) Spatially-uniform polarization-altering devices.
(iii) Mixed systems (combination of types (i) and (ii)).

(i) First-order optical (ABCD) systems

To begin with, let us introduce some preliminary adjustments in the notation. As is well known, first-order optical systems are often represented by a $4 \times 4$ simplectic matrix $\mathbf{S}$, which can formally be written as

$$\mathbf{S} = \begin{pmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{C} & \mathbf{D} \end{pmatrix},$$

where $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and $\mathbf{D}$ are $2 \times 2$ submatrices. In particular, the elements of $\mathbf{A}$ and $\mathbf{D}$ are dimensionless, the elements of matrix $\mathbf{B}$ are expressed in units of length and the elements of $\mathbf{C}$ are given in units of the inverse of length. However, in the Wigner–Stokes formalism, we use dimensionless position variables. It thus appears to be appropriate to introduce in the calculation a dimensionless ABCD matrix defined as follows:

$$\mathbf{S}_0 = \begin{pmatrix} \mathbf{A}_0 & \mathbf{B}_0 \\ \mathbf{C}_0 & \mathbf{D}_0 \end{pmatrix},$$

where $\mathbf{A}_0 = \mathbf{A}$, $\mathbf{B}_0 = k \mathbf{B}$, $\mathbf{C}_0 = (1/k) \mathbf{C}$ and $\mathbf{D}_0 = \mathbf{D}$. It can then be shown that all the relations fulfilled by the former matrix $\mathbf{S}$ are still valid for the latter matrix $\mathbf{S}_0$.

To obtain the propagation law for the Wigner matrix $\hat{\mathbf{H}}$ it would suffice to make use of the corresponding law for each Cartesian electric-field component in the scalar case [57, 100]. We finally get [101]

$$\hat{\mathbf{H}}^o (\mathbf{r}, \eta) = \hat{\mathbf{H}}^i (\hat{\mathbf{A}} \mathbf{r} + \hat{\mathbf{B}} \eta, \hat{\mathbf{C}} \mathbf{r} + \hat{\mathbf{D}} \eta),$$

where the superscripts $i$ and $o$ denote the input and output planes of the ABCD system, respectively. Taking this into account, it is not difficult to show that the general propagation law for the Stokes matrices reads

$$\hat{\mathbf{S}}_n^o = \mathbf{S}_n^i \mathbf{S}_n^i (\mathbf{S}_n^o)^T \quad n = 0, 1, 2, 3,$$

which is formally identical to Eq. (3.11).

Two immediate consequences are inferred from Eq. (4.31):

(a) The Stokes matrices propagate through first-order optical systems independently each other.
(b) According to the second-order classification scheme of light fields given in Section 4.3, there are two kinds of beams that belong to the same type after
propagation through ABCD systems, namely
- Uniformly totally polarized beams.
- Second-order non-polarized beams for which \( \hat{S}_1 = \hat{S}_2 = \hat{S}_3 = 0 \). This condition is equivalent to say that such beams fulfill
  \[
  \begin{align*}
  [x\beta]_{ss} &= [x\beta]_{pp}, \\
  [x\beta]_{sp} &= 0, \quad x, \beta = x, y, u, v. 
  \end{align*}
  \]

(ii) Spatially-uniform polarization-altering (SUPA) systems
This kind of systems are optical devices whose components modify the polarization state of the light in a uniform way across the transversal section of the beam. They can be described by a Mueller matrix with constant elements. A non-depolarizing deterministic system, represented by its associated Jones matrix, constitutes an example of this class of devices.

It can be shown [99] that the general propagation law for the Stokes matrices reads

\[
\hat{S}^0_n = \sum_{m=0}^3 M_{nm} \hat{S}^i_m, \quad n, m = 0, 1, 2, 3, 
\]

where \( M_{nm} \) represent the elements of the Mueller matrix. In particular, the propagation law for the \( \hat{S}_0 \) matrix (which involves the second-order intensity moments of the beam) reduces to

\[
\hat{S}^0_0 = \sum_{m=0} M_{0m} \hat{S}^i_m. 
\]

It is important to note that, unlike that which occurs for ABCD optical systems, the Stokes matrices, in general, do not propagate through SUPA systems independent of each other: in fact, each Stokes matrix at the output of such systems depends, in principle, on the values of the all Stokes matrices of the incident beam.

(iii) Mixed systems
This type of systems are optical arrangements composed of a combination of first-order optical systems and SUPA devices cascaded in an arbitrary way. A simple example of such systems is provided by the combination of a polarizer, a free propagation region and a quarter-wave plate. As we will see later, these systems are employed to experimentally determine the elements of the Stokes matrices.

Before deriving the propagation laws of such matrices through mixed systems, let us first enumerate two important properties of these systems:

(a) For any mixed system, the ABCD matrix that represents a first-order optical component commutes with the Mueller matrix associated to a SUPA element. Note, however, that two ABCD matrices, in general, does not commute. The same applies for two Mueller matrices.

(b) All the first-order components of a mixed system, represented by the dimensionless matrices \( \hat{S}^i_n, n = 1, 2, \ldots, N \), can be reduced to an equivalent
first-order optical element whose ABCD matrix, \( \mathcal{J}^{eq} \), is given by
\[
\mathcal{J}^{eq} = \prod_{n=0}^{N} \mathcal{J}_n.
\]
(4.35)

Analogously, all the SUPA components of a mixed system, represented by the Mueller matrices \( \mathcal{M}_m, m = 1, 2, \ldots, M \), can be reduced to an equivalent SUPA element whose Mueller matrix \( \mathcal{M}^{eq} \) is
\[
\mathcal{M}^{eq} = \prod_{m=0}^{M} \mathcal{M}_m.
\]
(4.36)

Taking the above properties into account, it is easy to see that the propagation law of the Stokes matrices of a general beam through mixed systems can be written in the form
\[
\dot{S}_0^p = \mathcal{J}^{eq} \left( \sum_{q=0}^{3} \mathcal{M}^{eq}_{pq} \dot{S}_q^i \right) (\mathcal{J}^{eq})^t, \quad p, q = 0, 1, 2, 3,
\]
or, making use of the commutative property,
\[
\dot{S}_0^p = \sum_{q=0}^{3} \mathcal{M}^{eq}_{pq} (\mathcal{J}^{eq} \dot{S}_q^i) (\mathcal{J}^{eq})^t, \quad p, q = 0, 1, 2, 3.
\]
(4.38)

These laws will be next applied to measure the Stokes matrices associated to a beam.

4.5. Experimental procedure to measure the Stokes matrices

The method to determine the Stokes matrices is based on a well-known procedure to find the Stokes parameters. We use a mixed system composed of a quarter-wave plate, a free propagation distance and a linear polarizer. The aim of this system is to establish a relationship between the value of the \( \dot{S}_0 \) matrix at the plane \( z = z_1 \) and the values of the Stokes matrices at the plane \( z = 0 \), which is the plane where we want to measure their values (see Fig. 9).

Several combinations of the above three components exist that allow to infer the Stokes matrices at \( z = 0 \). Here, we show a specific sequence of measurements that involves six different separate arrangements of these components. The steps are the following:

Step 1: We set a polarizer at the plane \( z = z_1 \). Its transmission axis makes an angle \( \alpha = 0^\circ \) with the \( s \)-coordinate axis. Application of the propagation law (4.37) gives
\[
\dot{S}_0(z = z_1)_{\text{step1}} = \mathcal{J}^{\prime} \dot{S}_0(z = 0) + \dot{S}_1(z = 0)(\mathcal{J}^{\prime})^t.
\]
(4.39)
where \( S_0 \) denotes the (modified) ABCD matrix associated to free propagation between planes \( z = 0 \) and \( z_1 \), i.e.,

\[
S_0(z = z_1) = \begin{pmatrix}
I & kz_1 I \\
0 & i 
\end{pmatrix},
\]  
(4.40)

\( I \) being the \( 2 \times 2 \) identity matrix.

**Step 2:** The same as in step 1 but now with \( z = 45^\circ \). In this case the value of \( S_0 \) at the output of the polarizer is given by

\[
S_0(z = z_1)_{|\text{step2}} = \hat{S}'_{z = z_1} [\hat{S}_0(z = 0) + \hat{S}_2(z = 0)](\hat{S}'_{z = z_1})^{-1}.
\]  
(4.41)

**Step 3:** The same as in step 1 but now with \( z = 90^\circ \). Then

\[
S_0(z = z_1)_{|\text{step3}} = \hat{S}'_{z = z_1} [\hat{S}_0(z = 0) - \hat{S}_1(z = 0)](\hat{S}'_{z = z_1})^{-1}.
\]  
(4.42)

**Step 4:** The same as in step 1 but now with \( z = 135^\circ \). In this case

\[
S_0(z = z_1)_{|\text{step4}} = \hat{S}'_{z = z_1} [\hat{S}_0(z = 0) - \hat{S}_2(z = 0)](\hat{S}'_{z = z_1})^{-1}.
\]  
(4.43)

**Step 5:** The beam propagates successively through a quarter-wave plate (at \( z = 0 \)) whose fast-axis makes an angle 0° with the s-axis, and a polarizer with \( z = 45^\circ \) at the plane \( z = z_1 \). It then follows that

\[
S_0(z = z_1)_{|\text{step5}} = \hat{S}'_{z = z_1} [\hat{S}_0(z = 0) - \hat{S}_3(z = 0)](\hat{S}'_{z = z_1})^{-1}.
\]  
(4.44)

**Step 6:** The same as in step 5, but now with \( z = 135^\circ \). We have

\[
S_0(z = z_1)_{|\text{step6}} = \hat{S}'_{z = z_1} [\hat{S}_0(z = 0) + \hat{S}_3(z = 0)](\hat{S}'_{z = z_1})^{-1}.
\]  
(4.45)

From Eqs. (4.39), (4.41)–(4.45), it can be shown at once that the following relations hold:

\[
\hat{S}_0(z = 0) = (\hat{S}'_{z = z_1})^{-1}[\hat{S}_0(z = z_1)_{|\text{step1}} + \hat{S}_0(z = z_1)_{|\text{step3}}](\hat{S}'_{z = z_1})^{-1},
\]  
(4.46)

\[
\hat{S}_1(z = 0) = (\hat{S}'_{z = z_1})^{-1}[\hat{S}_0(z = z_1)_{|\text{step1}} - \hat{S}_0(z = z_1)_{|\text{step3}}](\hat{S}'_{z = z_1})^{-1},
\]  
(4.47)
\[
\hat{S}_2(z = 0) = (\hat{\mathcal{G}}'_{z = z_1})^{-1}[\hat{S}_0(z = z_1)|_{\text{step}2} - \hat{S}_0(z = z_1)|_{\text{step}4}](\hat{\mathcal{G}}'_{z = z_1})^{-1},
\]
\[
\hat{S}_3(z = 0) = (\hat{\mathcal{G}}'_{z = z_1})^{-1}[\hat{S}_0(z = z_1)|_{\text{step}6} - \hat{S}_0(z = z_1)|_{\text{step}5}](\hat{\mathcal{G}}'_{z = z_1})^{-1}.
\]

These equations show that the values of \( \hat{S}_p(z = 0) \), \( p = 0, 1, 2, 3 \), we are looking for can be directly inferred from the values of the Stokes matrix \( \hat{S}_0 \) at the output plane of the above six configurations. Fortunately, since the elements of \( \hat{S}_0 \) are connected with the second-order moments (defined in the scalar case) through Eqs. (4.18), our measurement problem would finally reduce to determine such moments according to the procedure described in Section 3.

5. Degrees of polarization

As is well known, the standard degree of polarization, \( P \), of a beam at a certain plane is defined in terms of the Stokes parameters \( s_n \), \( n = 0, 1, 2, 3 \), as follows:

\[
P = \frac{(s_1^2 + s_2^2 + s_3^2)^{1/2}}{s_0}.
\]

Unfortunately, the experimental procedure to determine \( P \) involves measurements of the integrated beam intensity over the full detection area. It is then clear that this only makes sense if the light field is assumed to have uniform polarization properties over its cross-sectional region. To obtain a detailed information about the polarization state at each point of the beam profile, a more appropriate parameter is the local degree of polarization, \( P(r) \), defined in Section 2. However, two main difficulties appear when we try to handle \( P(r) \):

- Actually it is not a parameter or figure of merit, but a point-dependent function.
- The propagation of this function through common optical systems turns out to be very complicated.

To overcome these troubles, in the present section certain new overall parameters are proposed in order to characterize both the degree of polarization and the uniformity of the polarization state across the transverse section of the beam. It will be shown that, in a sense, such parameters provide complementary information about the polarization features of the field. In addition, a measurement procedure is discussed, and some illustrative examples of application are also given.

5.1. Generalized degree of polarization. Definition and properties

Within the framework of the Wigner–Stokes formalism, let us introduce the so-called generalized degree of polarization, defined at a plane transverse to the beam propagation direction in the form [102]

\[
P_G = \frac{\sqrt{(\text{Tr} \hat{S}_1)^2 + (\text{Tr} \hat{S}_2)^2 + (\text{Tr} \hat{S}_3)^2}}{\text{Tr} \hat{S}_0}.
\]
As is quite evident from the definition, $P_G$ formally resembles the standard degree of polarization $P$ (cf. Eq. (5.1)). Moreover, this new parameter fulfills similar properties, namely

(i) $0 \leq P_G \leq 1$. \hfill (5.3)

This property is an immediate consequence of Eq. (4.23).

(ii) $P_G$ is independent of the choice of the Cartesian coordinate $s$- and $p$-axis. This follows from the fact that $P_G$ is defined in terms of the traces of certain symmetric matrices, which are rotationally invariant.

According to the classification scheme of partially polarized beams introduced in Section 4.3, we conclude at once that

(i) $P_G = 1$ for second-order totally polarized beams,

(ii) $P_G = 0$ for second-order non-polarized beams.

Furthermore, it is easy to see that $P_G$ remains invariant under propagation through ABCD systems for two kind of fields:

(i) Uniformly totally polarized beams.

(ii) Second-order non-polarized beams fulfilling $\hat{S}_1 = \hat{S}_2 = \hat{S}_3 = 0$.

Finally, let us remark that the propagation of $P_G$ is governed by the same law that applies to the Stokes matrices, restricted to their diagonal elements.

5.2. Physical meaning of $P_G$

To proceed further into the physical meaning of $P_G$, let us consider a non-uniformly totally-polarized beam whose electric field vector $\mathbf{E}$ at the plane $z = 0$ is given by the Jones vector [102]

$$\mathbf{E}(r) = \begin{pmatrix} E_s(r) \\ E_p(r) \end{pmatrix} = E_0 \exp \left[ -\left( \frac{r}{w_0} \right)^2 \right] \begin{pmatrix} \cos[f(r)] \\ \sin[f(r)] \end{pmatrix},$$

with

$$f(r) = \frac{\pi}{2} \exp[-(ar)^n], \quad n = 16,$$ \hfill (5.5)

where $E_0$ is an amplitude factor, $r$ denotes the radial polar coordinate, and $w_0$ and $a$ are constants ($w_0$ represents the beam size at the waist plane and $a^{-1}$ is a measure of the width of the superGaussian function $f(r)$). Note that the whole beam exhibits a Gaussian intensity profile and, at each point of the beam cross-section, the field is linearly polarized whose azimuth depend on $r$.

Figs. 10a–c show the spatially distributed polarization of the beam for three different values of the dimensionless product $aw_0$. As can be seen from these figures, inside the circle whose radius is $\approx a^{-1}$ the beam nearly behaves as a uniformly linearly polarized field with $E_s \approx 0$. However, outside such a circle, the beam remains uniformly polarized but now with negligible $p$-component. The abrupt transition
between both regions is a consequence of the superGaussian character of function \( f(r) \):

In addition, in Fig. 10a (\( aw_0 < 1 \)) the beam is linearly \( p \)-polarized inside a region where the intensity takes appreciable values (in fact, the significant values of the intensity are concentrated within the solid-line circle). However, in Fig. 10b (\( aw_0 \gg 1 \)) the beam behaves as \( s \)-polarized over the whole beam profile except over a small region around its center. Finally, in Fig. 10c (\( aw_0 \approx 1 \)) the global intensities associated to the \( s \)- and \( p \)-regions are balanced.

The parameter \( P_G \) can be computed in terms of the product \( aw_0 \). The result is plotted in Fig. 11. We see that \( P_G \) is close to unity for the cases shown in Figs. 10a and b, but the value of \( P_G \) drastically reduces (\( P_G < 0.3 \)) when \( aw_0 \) approaches 1 (Fig. 10c).

It can then be concluded that, for non-uniformly totally polarized beams, \( P_G \) represents a measure of the uniformity of the polarization state over the regions of the beam cross-section where the intensity is not negligible. Thus, values of \( P_G \) close
to unity means that the beam essentially behaves as uniformly polarized, at least over the transverse region where the intensity is significant. The value of $P_G \approx 0$ would imply, however, the lack of an overall definite polarization state over such peak intensity area.

5.3. Experimental determination of $P_G$

The generalized degree of polarization $P_G$ can be measured in several ways. Here we propose an experimental procedure based on the six-step method explained in Section 4.5 to measure the Stokes matrices. In the present case we should determine the global intensity (integrated across the beam profile) and two second-order moments, namely, the beam size and the beam divergence, for several orientations of a polarizer and a quarter-wave plate. The observation plane should remain unchanged during the procedure.

Application of the propagation law of the Stokes matrices leads to the following expressions [103]:

$$\text{Tr} \, \hat{S}_0 = \frac{4\pi^2}{T_1 + T_2} \left[ I_{\text{step1}}(k^2 \langle r^2 \rangle_{\text{step1}} + \langle \eta^2 \rangle_{\text{step1}}) + I_{\text{step3}}(k^2 \langle r^2 \rangle_{\text{step3}} + \langle \eta^2 \rangle_{\text{step3}}) \right],$$  \hspace{1cm} (5.6)

$$\text{Tr} \, \hat{S}_1 = \frac{4\pi^2}{T_1 - T_2} \left[ I_{\text{step1}}(k^2 \langle r^2 \rangle_{\text{step1}} + \langle \eta^2 \rangle_{\text{step1}}) - I_{\text{step3}}(k^2 \langle r^2 \rangle_{\text{step3}} + \langle \eta^2 \rangle_{\text{step3}}) \right],$$  \hspace{1cm} (5.7)

$$\text{Tr} \, \hat{S}_2 = \frac{4\pi^2}{T_1 - T_2} \left[ I_{\text{step2}}(k^2 \langle r^2 \rangle_{\text{step2}} + \langle \eta^2 \rangle_{\text{step2}}) - I_{\text{step4}}(k^2 \langle r^2 \rangle_{\text{step4}} + \langle \eta^2 \rangle_{\text{step4}}) \right],$$  \hspace{1cm} (5.8)

$$\text{Tr} \, \hat{S}_3 = \frac{4\pi^2}{T_3(T_1 - T_2)} \left[ I_{\text{step5}}(k^2 \langle r^2 \rangle_{\text{step5}} + \langle \eta^2 \rangle_{\text{step5}}) - I_{\text{step6}}(k^2 \langle r^2 \rangle_{\text{step6}} + \langle \eta^2 \rangle_{\text{step6}}) \right],$$  \hspace{1cm} (5.9)

where we have included the coefficients $T_1$ and $T_2$ that represent the major and minor principal transmittances of the (non-ideal) polarizer, $T_3$ is the transmittance of the retarder plate and the symbol $I$ refers to the global intensity associated to each step. In the above equations all the magnitudes that appears in the right-hand side should be considered as experimental data, from which the value of $P_G$ can be inferred at once.

It should be noted that this method could be shortened by excluding steps 4 and 6, in which the polarizer is oriented at $\alpha = 135^\circ$. However, this possibility has been rejected since, in practice, it would involve higher experimental errors [103].
Although the procedure just shown is conceptually simple, some care, however, is required to implement the experiment because the optical components (polarization-altering devices and photodetector array) are not ideal and may exhibit certain harmful effects. To illustrate this let us consider the beam emitted by a He–Ne laser source Spectra Physics 117A (intensity and frequency-stabilized mode), linearly (> 1000:1) and uniformly polarized according to the manufacturer specifications. We have chosen this kind of beam because it allows to check the expected theoretical value $P_G = 1$, and the possible error sources are simpler to detect.

The power measurements were carried out using a powermeter (Newport model 815) and the second-order moments were determined by means of a CCD camera Pulnix TM765 in combination with a laser beam analyzer Spiricon LBA-300PC (see Fig. 12). We used a linear polarizer whose extinction ratio is $T_1/T_2 = 250$ and a quarter-wave plate with a transmittance $T_3 = 0.98$. The measured divergences resulted to be much smaller than the terms associated to the widths $k^2 \langle r^2 \rangle$, so that they can be neglected.

Special attention was taken to align the system in order that the beam crosses through the center of both the polarizer and the retarder plate. In such a case, when these components rotate, the influence of their spatial inhomogeneities on the global intensity will be strongly reduced.

In our six-step method, at the output of each configuration three measurements were taken, each of them representing the result of the simultaneous automatic average of 32 images carried out by the beam analyzer. The mean values were taken as experimental data.

The experimental procedure was carried out for different orientations of the Cartesian reference system. Fig. 13 shows the dependence of $P_G$ on $\theta_R$, where $\theta_R$ denotes the angle that forms the polarization plane of the initial beam (fixed all along the experiment) and the $s$-axis, which is parallel to the transmission axis of the polarizer when $\alpha = 0^\circ$. Note that, in an ideal configuration, $P_G$ should be independent of $\theta_R$ because $P_G$ is invariant under rotation of the coordinate system.

The experimental values show a discrepancy of 1% with regard to the expected value. This deviation is mainly due to the distortion that the polarizer produces on the beam intensity profile. This effect is illustrated in Fig. 14. Although at the entrance plane of the polarizer the beam cross-section is completely circular, however, at the output the polarizer has generated an astigmatic distortion, and the profile is no longer circularly symmetric.

![Fig. 12. Experimental setup used to measure $P_G$. $F$ represents neutral filters, $\lambda/4$ denotes the quarter-wave plate and $P$ is a linear polarizer.](image-url)
The error bars in Fig. 13 also arise from the angular precision of the polarizer and retarder-plate holders (1°) and from the measurement process of the total intensity and of the beam widths: although, theoretically, the beam size of a uniformly polarized field should not change after crossing through an ideal polarizer, however, in practice, the total intensity reduction produced by the polarizer affects the experimental beam width due to the influence of background and offset noises.

Fig. 13. Generalized degree of polarization in terms of $\theta_R$ (in degrees): experimental results (for details, see text).

Fig. 14. Beam width along two orthogonal axis ($w_x$ (circles) and $w_y$ (triangles)) at the output of the polarizer in terms of the angle $\alpha$ (in degrees) that forms the transmission axis of the polarizer with the azimuth of the incident linearly polarized field: in general, $w_x \neq w_y$ (astigmatic beam), except for the interval $\alpha \in [53°, 58°]$, where the beam profile remains circular.

The error bars in Fig. 13 also arise from the angular precision of the polarizer and retarder-plate holders (1°) and from the measurement process of the total intensity and of the beam widths: although, theoretically, the beam size of a uniformly polarized field should not change after crossing through an ideal polarizer, however, in practice, the total intensity reduction produced by the polarizer affects the experimental beam width due to the influence of background and offset noises.
Next we will apply the measurement procedure described before the study of active media in solid-state laser resonators. We will see that $P_G$ could be a useful tool to get information about certain parameters of the system.

5.4. Generalized degree of polarization of beams emerging from an optically pumped Nd:YAG rod

As is well known, the active medium in high-power solid-state laser cavities is subjected to thermal processes generated by both absorption of radiation and cooling. Inside such a material (for example, cylindrical rod in Nd:YAG lasers), these thermal effects give rise to a change in the temperature, which becomes a function of the radial polar coordinate $r$ (assuming that the heat conductivity is constant and the laser rod is homogeneously pumped). In addition, birefringent mechanical strains are also induced by the temperature gradient.

Let us now focus our attention on high-power Nd:YAG lasers. In such a case, the thermal processes, in turn, produce changes in the refractive index of the active medium: the refractive index exhibits a parabolic dependence on $r$ leading to the laser rod to behave as a thin lens (thermal lens). Moreover, the rod becomes birefringent with two different values of the refractive index, $n_r$ and $n_\phi$, associated to light polarized along radial and azimuthal directions, respectively [104]

$$n_r(r) = n_0 \left(1 - \frac{\alpha_r}{2} r^2\right), \quad (5.10)$$

$$n_\phi(r) = n_0 \left(1 - \frac{\alpha_\phi}{2} r^2\right), \quad (5.11)$$

$n_0$ being the refractive index at the center of the rod, and

$$\alpha_r = \frac{P_a}{\pi L R^2} \frac{1}{K_t} \left(\frac{1}{2n_0} \frac{\partial n}{\partial T} + n_0^2 \alpha C_r\right), \quad (5.12)$$

$$\alpha_\phi = \frac{P_a}{\pi L R^2} \frac{1}{K_t} \left(\frac{1}{2n_0} \frac{\partial n}{\partial T} + n_0^2 \alpha C_\phi\right), \quad (5.13)$$

where $P_a$ is the total power absorbed by the rod, $R$ and $L$ denote, respectively, the radius and the length of the rod, $K_t$ is the thermal conductivity, $\alpha$ is the thermal expansion coefficient, $C_r$ and $C_\phi$ are the photoelastic coefficients associated to the radial and azimuthal components, respectively, and $\partial n/\partial T$ represents the variation of the refractive index with the temperature.

Let us assume that the cylindrical rod can be considered as a phase plate in such a way that the beam diameter does not change, in a significant way, when the beam propagates through the rod. This approach will be accurate for well-collimated beams or, equivalently, for small values of the ratio $L/z_R$, where $z_R$ is the Rayleigh length of the beam. In this case, the birefringent medium may be represented by the
following Jones matrix (referred to the Cartesian $s$- and $p$-axis):

$$
\mathbf{j} = \begin{pmatrix}
J_{ss}(r, \theta) & J_{sp}(r, \theta) \\
J_{sp}(r, \theta) & J_{pp}(r, \theta)
\end{pmatrix},
$$

(5.14)

with

$$
J_{ss}(r, \theta) = e^{-ikL_n(r)} \cos^2 \theta + e^{-ikL_n(r)} \sin^2 \theta,
$$

(5.15)

$$
J_{sp}(r, \theta) = [e^{-ikL_n(r)} - e^{-ikL_n(r)}] \sin \theta \cos \theta,
$$

(5.16)

$$
J_{pp}(r, \theta) = e^{-ikL_n(r)} \sin^2 \theta + e^{-ikL_n(r)} \cos^2 \theta,
$$

(5.17)

where the angle $\theta$ is represented in Fig. 15.

Since the elements of matrix $\mathbf{j}$ depend on the variables $r$ and $\theta$, the active medium would modify, in general, the polarization state of the input beam in a spatially non-uniform way. Note, however, that incident beams with radial or azimuthal linear polarization do not alter their polarization state after crossing the rod.

Here we consider a linearly polarized rotationally symmetric Gaussian beam whose waist coincides with the entrance plane of the active medium. The amplitude of the electric field vector associated to such beam can then be represented

Fig. 15. Geometry and notation used to write the matrix $\mathbf{j}$ (Eq. (5.14)): $r$ and $\theta$ are polar coordinates at a plane perpendicular to the rod axis $z$. 

by the Jones vector
\[ \mathbf{E}(r, \theta) = E_0 \exp \left( -\frac{r^2}{w_0^2} \right) \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \]
where \( E_0 \) and \( w_0 \) are constants.

By assuming the rod wide enough to neglect the border effects (diffraction and gain saturation effects are also ignored), the \( s \)- and \( p \)-components of the beam at the output plane of the rod are obtained by applying the Jones matrix \( \hat{J} \) to \( \mathbf{E}(r, \theta) \). Accordingly, the components of the output field are
\[ E_s(r, \theta) = E_0 \left[ e^{-ikL_{n_s}(r)} \cos^2 \theta + e^{-ikL_{n_p}(r)} \sin^2 \theta \right] \exp \left( -\frac{r^2}{w_0^2} \right), \]
(5.19)
\[ E_p(r, \theta) = E_0 \sin \theta \cos \theta \left[ e^{-ikL_{n_p}(r)} - e^{-ikL_{n_s}(r)} \right] \exp \left( -\frac{r^2}{w_0^2} \right). \]
(5.20)

We see that the polarization state of the output field is not uniform across the beam section. The intensity of each field component is
\[ I_s = \frac{I}{4} \left( 3 + \frac{1}{1 + \beta} \right), \]
(5.21)
\[ I_p = \frac{I}{4} \left( \frac{\beta}{1 + \beta} \right), \]
(5.22)
where \( I = \pi w_0^2/2 \) and
\[ \beta = \left( \frac{n_0^2 \alpha(C_r - C_{\phi}) w_0^2}{2\alpha K_t R^2 P_{\text{a}}} \right)^2. \]
(5.23)

It is important to note that \( \beta \) is directly related to the pumping power \( P_{\text{p}} = P_{\text{a}}/\eta \), where \( \eta \) \((<1)\) represents the ratio \( P_{\text{a}}/P_{\text{p}} \). Moreover, in terms of \( \beta \) the second-order moments associated to each field component read
\[ \langle r^2 \rangle_s = \frac{I}{4I_s} \frac{w_0^2}{2} \left[ 3 + \frac{1 - \beta}{(1 + \beta)^2} \right], \]
(5.24)
\[ \langle r^2 \rangle_p = \frac{I}{4I_p} \frac{w_0^2 \beta(3 + \beta)}{2 (1 + \beta)^2}, \]
(5.25)
\[ \langle r \cdot \eta \rangle_s = \frac{I}{4I_s} \frac{w_0^2 (\alpha_r + \alpha_{\phi}) L_{n_s}}{2} \left[ 3 + \frac{1 - \beta}{(1 + \beta)^2} \right], \]
(5.26)
\[ \langle r \cdot \eta \rangle_p = \frac{I}{4I_p} \frac{w_0^2 (\alpha_r + \alpha_{\phi}) L_{n_s} \beta(3 + \beta)}{2 (1 + \beta)^2}, \]
(5.27)
\[ \langle \eta^2 \rangle_s = \frac{I}{2I_s} \left( \frac{\alpha_r^2 + \alpha_o^2}{4} L n_o^2 \right) \left[ 3 + \frac{1 - \beta}{(1 + \beta)^2} \right] + \frac{\pi}{4k^2I_s} \left[ 5 - \frac{1 + 3\beta}{(1 + \beta)^2} + 2 \ln(1 + \beta) \right], \tag{5.28} \]

\[ \langle \eta^2 \rangle_p = \frac{I}{2I_p} \left( \frac{\alpha_r^2 + \alpha_o^2}{4} L n_o^2 \right) \left[ \frac{\beta(1 - \beta)}{(1 + \beta)^2} \right] + \frac{\pi}{4k^2I_s} \left[ \frac{\beta(1 - \beta)}{(1 + \beta)^2} + 2 \ln(1 + \beta) \right]. \tag{5.29} \]

These equations give, in a simple analytical way, the influence of the pumping power on the spatial structure of the laser beam (transverse size and divergence). In addition, making use of the analytical expressions for the field components, we can obtain the value of the generalized degree of polarization \( P_G \) of the output beam. After lengthy but straightforward calculations we find the simple expression

\[ P_G = \frac{1}{2} \left[ 1 + \frac{1 - \beta}{(1 + \beta)^2} \right]. \tag{5.30} \]

We thus see that a one-to-one correspondence exists between \( P_G \) and \( \beta \). Consequently, for our incident Gaussian beam, determination of the parameter \( P_G \) would provide the value of \( \beta \). It should be remarked that \( \beta \) contains information about the optical characteristics of the material, the beam size and the energy supplied to the medium.

The experimental setup used to measure \( P_G \) is shown in Fig. 16. The physical constants of the Nd:YAG rod are \( L = 17 \text{ cm}, R = 0.32 \text{ cm}, n_o = 1.82, x = 7.9 \times 10^{-6} \text{ K}^{-1}, K_t = 0.13 \text{ W K}^{-1} \text{ cm}^{-1}, \lambda = 632.8 \text{ nm}, C_r = 0.017 \) and \( C_o = -0.0025 \). In this figure F denotes neutral filters employed to attenuate the beam intensity, P1 represents a polarizer that controls the azimuth of the incident beam, M indicates the presence of a magnifier 3× that increases the beam size, A1 and A2 are two apertures to avoid that the light coming from the pumping lamps enter inside the detector and finally \( \lambda/4 \) and P2 symbolize the quarter-wave plate and the polarizer, respectively, that are used in the six-step method to determine the traces of the Stokes matrices.

![Fig. 16. Experimental setup used to measure \( P_G \) of an initial Gaussian beam after crossing a birefringent optically pumped Nd:YAG rod.](image-url)
Fig. 17 illustrates the non-uniform spatial structure of the polarization state of the beam emerging from the rod. For comparative purposes, it is also shown in the figure the uniformly distributed polarization state of the incident linearly polarized Gaussian beam. Fig. 18 plots $P_G$ as a function of $\beta$. The dots represent the experimental values and the continuous line is the theoretical curve (Eq. (5.30)) that best fits the measured data. No experimental point has been represented in the central region of the curve because the beam size at the observation plane is not large enough to allow the accurate measurement of its width. The error bars are smaller for low values of the pumping power because under such conditions only a negligible amount of light coming from the pumping lamps goes into the CCD camera. This allows to increase the accuracy of the measurement. From the fitting process we set for the ratio $P_a/P_p$ the value $\eta = 0.05$.

Fig. 18 also shows that the beam essentially behaves as a uniformly polarized field across its transversal section for low values of $\beta$. However, as $\beta$ increases, the value of $P_G$ reduces: pumping produces non-uniform optical anisotropies inside the rod.

---

Fig. 17. Transverse intensity profiles (pseudocoloured) of two laser beams after crossing a polarizer for two orientations of its transmission axis. (a) and (b) correspond to the incident rotationally symmetric Gaussian beam used in the experiment mentioned in the text. The spatial symmetry is the same for both orientations. (c) and (d) refer to the beam at the output of a birefringent optically pumped Nd:YAG rod. The spatial structure of the beam drastically changes when the polarizer rotates. This indicates a non-uniformly distributed polarization state across the beam profile.
within the central regions crossed by the beam. This leads to a non-uniform polarization distribution. Finally, $P_G$ reaches a quasi-asymptotic behavior for high pumping power, which implies that depolarization is not complete. The same conclusion was also obtained by other authors studying a similar system [105].

5.5. Weighted degree of polarization

As it was pointed out before, the generalized degree of polarization $P_G$ could be used to globally describe the spatial distribution of the polarization state of non-uniformly totally polarized beams. However, without any additional knowledge no conclusion could be obtained from a given value of $P_G$ concerning whether the field is actually partially polarized or shows a spatial dependence of the polarization over the beam cross-section. In order to distinguish between both possibilities, we next introduce two new measurable overall parameters, which, in a sense, may be considered as complementary to $P_G$.

We define the so-called weighted degree of polarization as [106]

$$
\hat{P} = \frac{\int \int I(\mathbf{r})P(\mathbf{r}) \, d\mathbf{r}}{\int \int I(\mathbf{r}) \, d\mathbf{r}},
$$

(5.31)

where $I(\mathbf{r})$ and $P(\mathbf{r})$ denote, respectively, the intensity and the local degree of polarization of the field at each point of the beam cross-section at the observation plane.

As is quite apparent from the definition, $\hat{P}$ essentially represents the local degree of polarization averaged (and normalized) over those regions of the wavefront where the intensity is significant. The existence of the factor $I(\mathbf{r})$ inside the integral in Eq. (5.31) is particularly useful to measure $\hat{P}$ with accuracy, because it reduces the influence of the tales of the beam profile, thus decreasing certain harmful effects such as small signal-to-noise ratio, background, camera offset, etc. It should also be noted

Fig. 18. $P_G$ in terms of $\beta$. The dots represent the experimental data and the continuous line is the theoretical curve (cf. Eq. (5.30)) that best fits the experimental values.
that, in general, \( \hat{P} \) is not invariant under propagation through ABCD optical systems.

The dispersion of the values of \( \hat{P} \) across the beam section can be evaluated in a simple way by means of the following parameter [106]:

\[
\sigma_p^2 = \frac{\int \int I(\mathbf{r})[P(\mathbf{r}) - \hat{P}]^2 \, d\mathbf{r}}{\int \int I(\mathbf{r}) \, d\mathbf{r}},
\]

which should be considered as the variance of \( P(\mathbf{r}) \) (the intensity \( I(\mathbf{r}) \) behaves as a density function). This parameter globally characterizes the uniformity of the local degree of polarization over the transversal section of the beam.

The above two parameters satisfy the following inequalities:

\[
0 \leq \sigma_p \leq 1,
\]

\[
0 \leq \sigma_{p'} \leq 1/2.
\]

Those fields whose parameter \( \sigma_p \) approaches 1 could be considered as (nearly) totally polarized in the region where the intensity is not negligible. When \( \sigma_p \) vanishes, the field is non-polarized throughout the beam profile. Of course, for beams whose polarization state is uniform \( \sigma_p^2 = 0 \). Intermediate values of \( \sigma_p \) would indicate that the beam is partially polarized.

Parameters \( \sigma_p \) and \( \sigma_{p'} \) are, in a sense, complementary to \( P_G \). To illustrate this, let us consider, for instance, a radially polarized beam, whose polarization state is linear and oriented along radial lines from the beam axis. Such beams have been synthesized, in practice, by using interferometric methods and concentric-circular-grating surface semiconductor lasers [20,22,23]. For these fields \( \sigma_p = 1 \) and \( \sigma_{p'}^2 = 0 \), which are identical to the values associated to uniformly totally polarized beams. To distinguish between both kind of beams we can use the parameter \( P_G \): in fact, \( P_G \) equals zero for radially polarized fields but reaches its maximum value \( P_G = 1 \) for uniformly totally polarized beams.

In conclusion, the triad of parameters \( P_G, \sigma_p, \) and \( \sigma_{p'} \) provide an overall parametric characterization of the spatial distribution of the polarization state over the whole beam profile. On the basis of these three figures of merit, a rough but rather simple classification scheme of general partially polarized beams may formally be proposed. Fig. 19 shows the sequence we have to follow to classify a beam according to this scheme (for example, the values \( \sigma_p^2 = 0, \sigma_{p'} = 1, P_G < 1 \) would indicate the presence of a non-uniformly totally polarized beam). In addition, the values of the parameters \( \hat{P} \) and \( \sigma_p^2 \) could also reveal a number of specific characteristics of certain fields. We will next illustrate this point by means of an example.

### 5.6. Application to partially polarized Gaussian Schell-model (PGSM) sources

Gaussian Schell-model (GSM) sources have been extensively studied in the scalar case [107]. This kind of beams provides a good model to represent partially polarized sources as well as some types of multimode lasers. These scalar fields are characterized by their cross-spectral density function, which at a certain plane has...
the form

\[ W(r_1, r_2) = I_0 \exp \left( -\frac{r_1^2 + r_2^2}{4\sigma_i^2} \right) \exp \left( -\frac{(r_1 - r_2)^2}{2\sigma_{ij}^2} \right), \]  

(5.35)

where \( r_1 \) and \( r_2 \) are two-dimensional position vectors, \( I_0 \) represents the intensity at the center of the beam (z-axis), \( \sigma_i^2 \) is proportional to the width of the beam profile and \( \sigma_{ij}^2 \) is proportional to the transverse coherence length. It is clear from the definition that both the intensity profile and the degree of coherence of a GSM source are Gaussian. Furthermore, in the scalar treatment, GSM fields are assumed to be uniformly totally polarized.

When one considers the vectorial case, that is, we handle partially polarized Gaussian Schell-model (PGSM) sources, the fields should be characterized by means of the beam coherence-matrix (see Section 2.3), whose elements read at plane \( z = 0 \) [33]

\[ G_{ij}(r_1, r_2, z = 0) = (I_0)_{ij} \exp \left( -\frac{r_1^2 + r_2^2}{4\sigma_i^2} \right) \exp \left( -\frac{(r_1 - r_2)^2}{2\sigma_{ij}^2} \right), \quad i, j = s, p, \]  

(5.36)
where $\sigma_{I_{ij}}^2$ and $\sigma_{\mu_{ij}}^2$ and $(I_0)_{ij}$ are positive constants. In particular, $\sigma_{I_{ii}}^2$, $\sigma_{\mu_{ii}}^2$ and $(I_0)_{ii}$, $i = s, p$, are related, respectively, with the beam size, the transverse coherence length and the beam intensity associated to each field component, and $(I_0)_{sp}$ (also $(I_0)_{ps}$) accounts for a constant phase shift between the $s$ and $p$-components of the field. Since such a phase could be easily canceled out by means of a suitable phase plate, for simplicity, the argument of $(I_0)_{sp}$ will be set equal to zero from now on. Furthermore, the non-negativeness property of the BCP matrix implies that $I_{sp}^2 \leq I_{ss}I_{pp}$.

Here we are interested on the establishment of some relationship between the weighted degree of polarization and a certain type of PGSM sources, namely, those fields whose associated BCP matrix is written in the form

\[
\hat{G}(r_1, r_2, z = 0) = I_0 \exp \left[ \frac{-r_1^2 + r_2^2}{4\sigma_I} \right]
\left( \exp \left[ -\frac{(r_1 - r_2)^2}{2\sigma_{\mu_{ss}}^2} \right] \chi \exp \left[ -\frac{(r_1 - r_2)^2}{2\sigma_{\mu_{sp}}^2} \right] - \exp \left[ -\frac{(r_1 - r_2)^2}{2\sigma_{\mu_{ps}}^2} \right] \right),
\]

where $\chi$ is a positive number $< 1$. It is important to note that the beams generated by this kind of sources cannot be distinguished from ordinary GSM fields when polarization measurements are disregarded (i.e., when no anisotropic element is inserted on the beam path). The propagation of these beams in the paraxial regime can be analyzed from the application to each matrix element of the usual formulae, extensively employed in the scalar case [108]. In addition, for these particular beams, the local degree of polarization $P(r)$ turns out to be a Gaussian function of the radial polar variable $r$ at the far field [33,109]. This remarkable analytical behavior suggests to handle the parameters $\hat{P}$ and $\hat{\sigma}_p^2$ at the far field too. After some calculations, we finally obtain the simple expressions

\[
\hat{P}^{(\infty)} = \chi,
\]

\[
\hat{\sigma}_p^{(\infty)} = \chi \left\{ \frac{\gamma^2}{(2\gamma - 1)} - 1 \right\}^{1/2},
\]

where $\gamma$ approaches the ratio $\sigma_{\mu_{sp}}^2 / \sigma_{\mu_{ss}}^2$ at the far field, and fulfills

\[
1 \leq \gamma \leq \chi^{-1}.
\]

We thus see that the parameters $\hat{P}^{(\infty)}$ and $\hat{\sigma}_p^{(\infty)}$ may be used to determine the constants $\chi$ and $\gamma$ that define and characterize this class of PGSM sources.

Of course, this is only a simple analytical example to illustrate the possible applications of the weighted degree of polarization. It remains to find further relationships between these figures of merit and the structure of partially polarized fields. This constitutes, at present, an interesting research line, which should be explored in the future.
5.7. Measurement of $\tilde{P}$ and $\tilde{\sigma}_p$

To measure $\tilde{P}$ and $\tilde{\sigma}_p^2$ we have to obtain both the local degree of polarization $P(r)$ and the beam intensity at each point of the wavefront, $I(r)$. To do this, a six-step procedure similar to that used to obtain the Stokes parameters may be used (see also Section 4.5). Here a CCD array captures the beam intensity at each point of the observation plane.

From the six measured values of the intensity for the different configurations of the polarizer and the quarter-wave plate, the point-dependent Stokes parameters can be computed as follows:

\begin{align*}
    s_0(r) &= I(r)_{\text{step1}} + I(r)_{\text{step3}}, \\
    s_1(r) &= I(r)_{\text{step1}} - I(r)_{\text{step3}}, \\
    s_2(r) &= I(r)_{\text{step4}} - I(r)_{\text{step2}}, \\
    s_3(r) &= I(r)_{\text{step6}} - I(r)_{\text{step5}}.
\end{align*}

The function $P(r)$ is then calculated making use of Eq. (2.41). The weighted degree of polarization is finally obtained from the formula

\begin{equation}
    \tilde{P} = \frac{\sum_{n,m} I(r)_{n,m} P(r)_{n,m}}{\sum_{n,m} I(r)_{n,m}},
\end{equation}

where the subscripts $n$ and $m$ refer to the pixel that contributes to the calculus. In the same way we have

\begin{equation}
    \tilde{\sigma}_p^2 = \frac{\sum_{n,m} I(r)_{n,m} [P_{n,m}(r) - \tilde{P}]^2}{\sum_{n,m} I(r)_{n,m}}.
\end{equation}

To illustrate the experimental procedure we next present some results concerning the measurements of $\tilde{P}$ and $\tilde{\sigma}_p^2$ for two kind of laser beams, namely

(i) A uniformly linearly polarized Gaussian beam, emitted by a He–Ne laser cavity.

(ii) A non-uniformly partially polarized beam (see Fig. 20) generated by a diode laser LDM-135 ($\lambda = 670$ nm).

Fig. 20

Both cases employ a CCD camera (Pulnix TM-765) with a 8.8 mm $\times$ 6.6 mm sensitive area (756 pixels in the horizontal axis and 581 in the vertical one). Each pixel has a 11 $\mu$m $\times$ 11 $\mu$m squared section. It should be remarked that the influence of the finite size of the pixels of the CCD device on the value of $\tilde{P}$ and $\tilde{\sigma}_p^2$ would be negligible provided that the number of pixels of the camera is large enough (say, $> 30 \times 30$) in the region where the beam intensity is significant.

In both cases five measurements have been performed for each configuration of the experimental setup. After averaging all these images, the Stokes parameters have been computed by using Eqs. (5.41)–(5.44). We finally obtain that the parameters $\tilde{P}$
and $\delta_p$ reach the following values:

**Case i:** $\hat{P} = 1.005; \delta_p = 9 \times 10^{-3}$.

These results confirm the specification given by the manufacturer ($P = 0.999$).

**Case ii:** $\hat{P} = 0.93; \delta_p = 0.003$.

Since $\hat{P} < 1$ the field is not fully polarized. Furthermore, since $\delta_p$ approaches zero, the beam could be considered as (nearly) uniformly polarized.

### 6. Quality improvement of partially polarized beams

High focusability (small beam width) along with low beam divergence at the far field are the required conditions in certain laser applications. It would then be useful to introduce a figure of merit that provides a joint description of the focussing and collimation capabilities of a laser beam. To this purpose, the so-called beam quality parameter, $Q$, has been defined for partially coherent scalar fields in terms of the second-order intensity moments [74,88]:

$$Q = \langle x^2 + y^2 \rangle \langle u^2 + v^2 \rangle - \langle xu + yv \rangle^2 = \langle r^2 \rangle \langle \eta^2 \rangle - \langle \mathbf{r} \cdot \mathbf{\eta} \rangle^2, \quad (6.1)$$

where, again, for the sake of simplicity, it has been assumed that $\langle x \rangle = \langle y \rangle = \langle u \rangle = \langle v \rangle = 0$. In the above equation and in the remainder of this section we keep for the angle brackets the same notation introduced in Eq. (3.4). In particular, since $\langle xu + yv \rangle$ vanishes at the waist plane (minimum beam width), the parameter $Q$
reduces to the very simple expression

\[ Q = \frac{\langle r^2 \rangle_w}{r^2} \langle \eta^2 \rangle_w, \]  

where the subscript “w” refers to the waist. From this formula we see that the beam quality parameter contains simultaneous information of both the space and the spatial-frequency domains. In fact, \( Q \) characterizes the behavior of the beam at the near and at the far field. It should also be noted that the squared root of \( Q \) is identical, a factor \( k = 2\pi/\lambda \) apart, to the so-called beam propagation factor, \( M^2 \), introduced by Siegman [94], namely

\[ M^2 = kQ^{1/2}. \]

The parameter \( Q \) exhibits two outstanding and practical properties:

(i) It remains invariant under propagation through rotationally symmetric first-order optical systems (even for beams without such symmetry and with non-zero crossed moments, \( \langle xy \rangle, \langle xv \rangle, \langle yu \rangle \) or \( \langle uv \rangle \)).

(ii) It has a lower limit (uncertainty relation)

\[ Q \geq 1/k^2, \]

or, equivalently,

\[ M^2 \geq 1, \]

where the equalities are only reached by a Gaussian beam (best quality). Note, in this sense, that the beam quality improves when \( Q \) takes lower values, and, conversely, the quality deteriorates when the numerical value of \( Q \) increases.

These features along with its simple measurement justify that the beam propagation factor \( M^2 \) has been accepted as the ISO beam quality standard [110]. In addition, a number of conditions and optical systems to improve this parameter have been reported in the literature in the last ten years [111–117].

A question, however, remains as to whether a relationship can be established between coherence and quality for arbitrary partially coherent beams. Unfortunately, the general answer is negative. Moreover, it is not difficult to find beams with different coherence characteristics having the same value of the quality parameter. Nevertheless, for certain fields a one-to-one correspondence exists between coherence and the value of \( Q \): for example, for GSM scalar fields, defined by Eq. (5.35), the quality improves when the ratio \( \delta = \sigma_\mu/\sigma_I \) increases (more specifically, \( Q \) is inversely proportional to \( \delta^2 \)).

It was pointed out at the beginning of this section that the parameter \( Q \) applies to scalar fields. Therefore, a generalization of the quality parameter for the vectorial case becomes necessary. This can be achieved by extending, in a natural way, the former definition of \( Q \):

\[ Q_G = \langle r^2 \rangle \langle \eta^2 \rangle - \langle r \cdot \eta \rangle^2, \]
where the subscript “G” stands for generalized definition, and the second-order moments of the global beam now include both components, namely

\[
\langle r^2 \rangle = \frac{I_s}{I} \langle r^2 \rangle_s + \frac{I_p}{I} \langle r^2 \rangle_p, \tag{6.7}
\]

\[
\langle \eta^2 \rangle = \frac{I_s}{I} \langle \eta^2 \rangle_s + \frac{I_p}{I} \langle \eta^2 \rangle_p, \tag{6.8}
\]

\[
\langle r \cdot \eta \rangle = \frac{I_s}{I} \langle r \cdot \eta \rangle_s + \frac{I_p}{I} \langle r \cdot \eta \rangle_p. \tag{6.9}
\]

In these equations

\[
\langle x y \rangle = \frac{1}{I_0} \int \int \int \int \frac{2 \pi}{4 \pi} \left( \frac{1}{\xi} \right)^2 \langle \eta \rangle \langle r \rangle \langle r \cdot \eta \rangle \exp(ikr) \, dr \, ds \, d\eta,
\]

\[i = s, p; \quad x, y = x, y, u, v \tag{6.10}\]

represent the second-order moments associated to the respective field components (the overbar symbolizes an ensemble average). \(I_i = \int |E_i(r)|^2 \, dr, \ i = s, p\), denotes the intensity of the \(i\)-component, and \(I = I_s + I_p\). The presence of the factors \(I_i/I, \ i = s, p\), in the right-hand side of Eqs. (6.7)–(6.9) arises from the different normalization constants, \(I_s\) and \(I_p\), of the moments associated to the global beam and to the field components, respectively.

The parameter \(Q_G\) can also be written in terms of the beam qualities, \(Q_s\) and \(Q_p\), of the electric field components:

\[
Q_G = \left( \frac{I_s}{I} \right)^2 Q_s + \left( \frac{I_p}{I} \right)^2 Q_p + \left( \frac{I_s I_p}{I^2} \right) Q_{sp}, \tag{6.11}
\]

where

\[
Q_i = \langle r^2 \rangle_i \langle \eta^2 \rangle_i - \langle r \cdot \eta \rangle_i^2, \quad i = s, p \tag{6.12}
\]

and

\[
Q_{sp} = \langle r^2 \rangle_s \langle \eta^2 \rangle_p + \langle r^2 \rangle_p \langle \eta^2 \rangle_s - 2 \langle r \cdot \eta \rangle_s \langle r \cdot \eta \rangle_p. \tag{6.13}
\]

As a simple example of application of this parameter let us again consider the beam emerging from an optically pumped Nd:YAG rod (see Section 5.4). It is easy to show that the value of \(Q_G\) at the output plane of the rod reads

\[
Q_G = \frac{1}{k^2} \left[ 1 + \beta + \ln(1 + \beta) \right]. \tag{6.14}
\]

Consequently, the beam quality deteriorates when \(\beta\) grows. From the definition of the parameter \(\beta\) (see Eq. (5.23)), it can be concluded at once that, in order to obtain a better beam quality

(i) the pumping power should decrease, and/or
(ii) the radius of the rod should increase, and/or
(iii) the transverse beam size should reduce.
We thus see that the beam quality parameter could be of use in the design of this optical system. We do not proceed further into this analysis, which has been included for illustrative purposes only.

Once the generalized parameter $Q_G$ has been introduced, attention will be focussed on the improvement of the beam quality. Because of the invariance property of parameter $Q$ in the scalar case, no rotationally symmetric ABCD system could be employed to improve the quality of a partially coherent beam. However, such possibility exists when the vectorial nature of the light field is taken into account. In the next subsection, conditions will be given under which the quality parameter is optimized. We will focus on the use of a Mach–Zehnder-type (MZT) interferometric arrangement.

6.1. Beam quality changes after propagation through MZT systems

A MZT optical system resembles that of a typical Mach–Zehnder interferometer, but now with a polarizer in each arm (Fig. 21). To avoid interference between the emerging beams, the transmission axes of the linear polarizers has been chosen to be orthogonal. For the sake of simplicity, we deal here with rotationally symmetric beams and stigmatic non-polarizing first-order systems, whose ABCD matrices $\mathcal{J}$ are composed of four submatrices proportional to the $2 \times 2$ identity matrix $\mathcal{I}$, i.e.,

$$\mathcal{J} = \begin{pmatrix} A\mathcal{I} & B\mathcal{I} \\ C\mathcal{I} & D\mathcal{I} \end{pmatrix},$$

(6.15)

where $A$, $B$, $C$ and $D$ are constants. For this kind of systems $Q_G$ remains invariant. Also note that the stigmatic systems allow to generate, in an easy way, non-uniformly polarized beams. A simple example is provided by the polarization diagram sketched in Fig. 22: the incident beam is Gaussian, linearly polarized at 45° with respect to the transmission axes of the polarizers, its Rayleigh length is $z_R = 10$ cm and its waist is placed 10 cm away from the input plane of the interferometer. The ABCD systems are free-propagation regions whose lengths are $L_1 = 10$ cm and $L_2 = 20$ cm. We see that, after recombination, the output beam is no longer linearly polarized and, in addition, its polarization state is not uniform across the beam.

![Fig. 21. Schematic of a general MZT optical system.](image-url)
section (the ellipticity of the polarization ellipses depends on the radial distance to the beam center).

It follows from Fig. 21 that the second-order moments associated to each beam component propagate according to the well-known ABCD law

\[
\langle r^2 \rangle^o_m = A_m^2 \langle r^2 \rangle^i_m + 2A_mB_m \langle r \cdot \eta \rangle^i_m + B_m^2 \langle \eta^2 \rangle^i_m,
\]

(6.16)

\[
\langle r \cdot \eta \rangle^o_m = A_mC_m \langle r^2 \rangle^i_m + (A_mD_m + B_mC_m) \langle r \cdot \eta \rangle^i_m + B_mD_m \langle \eta^2 \rangle^i_m,
\]

(6.17)

\[
\langle \eta^2 \rangle^o_m = C_m^2 \langle r^2 \rangle^i_m + 2C_mD_m \langle r \cdot \eta \rangle^i_m + D_m^2 \langle \eta^2 \rangle^i_m, \quad m = s, p,
\]

(6.18)

where the superscripts “i” and “o” denote the input and output planes of the optical arrangement. Accordingly, the intensity moment of the output global beam can be inferred in terms of their values at the input plane from direct substitution of Eqs. (6.16)–(6.18) into Eqs. (6.7)–(6.9).

For convenience, we will analyze three classes of MZT devices in which the first-order optical systems are: (a) free propagation sections; (b) magnifiers; (c) thin lenses. As it will be apparent in Section 6.2, such systems summarizes the procedure we have to follow to optimize the beam quality parameter.

(a) Free propagation

In this case, the field freely propagates along the two arms of the MZT system, but the respective propagation distances, \(L_1\) and \(L_2\), are different. Consequently, the elements of the ABCD matrices are

\[
A_1 = 1, \quad B_1 = L_1, \quad C_1 = 0, \quad D_1 = 1,
\]

(6.19)

\[
A_2 = 1, \quad B_2 = L_2, \quad C_2 = 0, \quad D_2 = 1.
\]

(6.20)
It can be shown for this kind of systems [118] that the necessary and sufficient condition for improving the quality parameter of the emerging beam reduces to
\[ |L_2 - L_1| < 2|H_s - H_p|, \]
provided that
\[ \text{sign}(L_2 - L_1) = \text{sign}(H_s - H_p), \]
where
\[ H_j = \frac{\langle \mathbf{r} \cdot \eta \rangle_j}{\langle \eta^2 \rangle_j}, \quad j = s, p \]
and the averages are evaluated at the input plane. Furthermore, this improvement is optimized when the difference \( L_2 - L_1 \) is identical to the distance \( L \) between the waist planes associated to each component of the input beam (see Fig. 23). In this sense, note that \( H_s \) and \( H_p \) are the distances between the input plane and the waist planes associated to the \( s \) and \( p \) components, respectively. The optimum quality improvement then becomes
\[ (\Delta Q_G)_{\text{opt}} = Q_G^0 - Q_G = -\frac{L I_p}{T^2} \langle \eta^2 \rangle_s \langle \eta^2 \rangle_p L^2. \]

Accordingly, it can be concluded that the best quality is attained when the difference between the free-propagation lengths of the MZT interferometer exactly compensates for the distance between the waists of the components of the input beam. In particular, when the distances are much longer than the Rayleigh length of the beam, the ratio \( H_j, \ j = s, p, \) approaches the radius of curvature of the wavefront associated to each component at the far field.

(b) Magnifiers

As is well known, a magnifier behaves as a first-order optical system that increases the minimum beam size by a factor \( m \) (and the beam divergence is multiplied by a factor \( m^{-1} \)). The combined effect is a change of the Rayleigh length of the beam. Here we consider MZT systems whose ABCD components are magnifiers. The

![Fig. 23. Schematic of the relative position of the waists associated to the electric field components \( E_s \) and \( E_p \). \( \Pi_s \) and \( \Pi_p \) indicate the respective waist planes (for details, see text).](image_url)
corresponding ABCD matrices are

\[ A_1 = m_1, \quad B_1 = 0, \quad C_1 = 0, \quad D_1 = m_1^{-1}, \quad (6.25) \]

\[ A_2 = m_2, \quad B_2 = 0, \quad C_2 = 0, \quad D_2 = m_2^{-1}. \quad (6.26) \]

Let us now define the parameters

\[ m \equiv m_1 m_2^{-1} \quad (6.27) \]

and

\[ a \equiv \frac{\langle r^2 \rangle_p \langle \eta^2 \rangle_s}{\langle r^2 \rangle_s \langle \eta^2 \rangle_p}. \quad (6.28) \]

In terms of these parameters, it can be shown [118] that the beam quality of the output field may be improved by choosing two magnifiers that satisfy

\[ \min(1, a) < m^2 < \max(1, a). \quad (6.29) \]

To get deeper insight into the physical meaning of this condition, let us consider, for simplicity, that the waists of both field components are placed at the input plane of the MZT system. It then follows that the quality parameter \( Q_G \) will be optimized provided

\[ m^2 = \frac{z_{R_p}}{z_{R_s}} \quad (6.30) \]

where \( z_{R_p} \) and \( z_{R_s} \) represent the Rayleigh length of the \( s \) and \( p \) components, respectively. In such a case we finally have

\[ (\Delta Q_G)_{opt} = \frac{I_p I_p}{I^2} \langle \eta^2 \rangle_s \langle \eta^2 \rangle_p (z_{R_s} - z_{R_p})^2. \quad (6.31) \]

From this expression it is now apparent that, to optimize \( Q_G \), the MZT arrangement should compensate for the difference in Rayleigh lengths associated to each incident beam component.

(c) Thin lenses

Let us now handle MZT systems with a thin lens in each arm (Fig. 24). Such configuration is equivalent, to our purposes, to a lenslike birefringent medium, which can either be considered as a thin lens made of an anisotropic homogeneous material or as a plane-parallel plate made of a uniaxial medium whose inhomogeneous principal indices show a transversal quadratic dependence on the radial distance to the propagation axis (Fig. 25). Applications of such components include laser cavities designed to get predetermined profiles and spatial filtering [17–19], to mention only two. Also note that these optical devices maintain the total beam power (they may be regarded as pure phase transmittances).
The elements of the ABCD matrices that characterizes such systems are
\begin{align*}
A_1 &= 1, & B_1 &= 0, & C_1 &= -\frac{1}{f_1}, & D_1 &= 1, \\ 
A_2 &= 1, & B_2 &= 0, & C_2 &= -\frac{1}{f_2}, & D_2 &= 1.
\end{align*}
(6.32)

If we use this kind of systems to improve $Q_G$, it can be shown [119] that the beam quality always degrades for uniformly totally polarized beams as well as for non-polarized fields. However, the quality parameter may be improved whenever
\begin{equation}
\left| \frac{1}{f_2} - \frac{1}{f_1} \right| < 2 \left| \frac{1}{R_s} - \frac{1}{R_p} \right|,
\end{equation}
where $R_s$ and $R_p$ denote the overall curvature radius of the wavefronts associated to the field components, i.e.,
\begin{equation}
R_j = \frac{\langle r^2 \rangle_j}{\langle \mathbf{r} \cdot \mathbf{n} \rangle_j}, \quad j = s, p
\end{equation}
and the averages are computed at the input plane. In the particular case in which we handle an anisotropic planoconvex lens, the above condition becomes
\begin{equation}
\left| \frac{n_o - n_e}{R_L} \right| < 2 \left| \frac{1}{R_s} - \frac{1}{R_p} \right|,
\end{equation}
(6.36)
where \( n_e \) and \( n_o \) denote the extraordinary and the ordinary refractive index of the medium, respectively, and \( R_L \) represents the curvature radius of the convex face of the birefringent lens.

In addition, the optimum value of the beam quality is reached when

\[
\left| \frac{1}{f_2} - \frac{1}{f_1} \right| = \frac{1}{R_s} - \frac{1}{R_p}
\]

and the optimum quality improvement reads

\[
(\Delta Q)_{\text{opt}} = -\frac{I_s I_p}{F^2} \langle r^2 \rangle_s \langle r^2 \rangle_p \left( \frac{1}{R_s} - \frac{1}{R_p} \right)^2.
\]

We then conclude that, to optimize the quality parameter, this MZT system should exactly compensate for the difference in the curvature radii of the wavefronts associated to each incident beam component.

### 6.2. Beam quality optimization: general condition

In the previous section some conditions were derived to optimize the generalized quality parameter of a beam by acting on its orthogonal components. In all the cases, the optical system should compensate for the differences in several magnitudes (expressed in terms of second-order moments) associated to each incident field component. Here we will give the general condition to be fulfilled by the intensity moments in order to optimize the quality of the global beam.

Since \( Q_G \) is invariant under rotation around the mean propagation direction \((\langle u \rangle = \langle v \rangle = 0)\), for convenience we refer our analysis to the reference coordinate system with respect to which \( I_s = I_p \). In terms of this new coordinate system, the beam quality parameter reduces to

\[
Q_G = \frac{1}{4}(Q_s + Q_p + Q_{sp}),
\]

where \( Q_s \), \( Q_p \) and \( Q_{sp} \) were introduced in Eqs. (6.12) and (6.13). Let us now assume, without loss of generality, that the \( s \)-component reaches its waist at the plane where the moments are evaluated. This implies

\[
\langle r \cdot \eta \rangle_s = 0.
\]

The parameter \( Q_G \) then becomes

\[
Q_G = \frac{1}{4}(Q_s + Q_p + \langle r^2 \rangle_s \langle \eta^2 \rangle_p + \langle r^2 \rangle_p \langle \eta^2 \rangle_s).
\]

Since \( Q_s \), \( Q_p \), \( \langle r^2 \rangle_s \langle \eta^2 \rangle_p \) and \( \langle r^2 \rangle_p \langle \eta^2 \rangle_s \) are positive quantities, it can be shown that

\[
Q_G^2 \geq Q_s Q_p.
\]
In particular, the equality is fulfilled provided that the following relations hold:

$$\langle r^2 \rangle_s = \langle r^2 \rangle_p,$$  \hspace{1cm} (6.43)

$$\langle \eta^2 \rangle_s = \langle \eta^2 \rangle_p,$$ \hspace{1cm} (6.44)

$$\langle r \cdot \eta \rangle_s = \langle r \cdot \eta \rangle_p = 0.$$ \hspace{1cm} (6.45)

In other words, the beam quality parameter will reach its minimum value (best quality) when the second-order moments associated to each transverse field component are identical (remember that the coordinate system should be chosen to make $I_s$ equal to $I_p$). We thus see that the optimization conditions we obtained for the three configurations analyzed in Section 6.1 are closely related with Eqs. (6.43)–(6.45). Moreover, this suggests that a general scheme to improve the quality parameter $Q_G$ of a partially polarized beam might consist of a MZT arrangement with free propagation regions to compensate for the different waist positions of their components, followed by a second MZT system that contains magnifiers to compensate for the corresponding Rayleigh lengths.

### 7. Non-paraxial electromagnetic vector beams

Throughout the present paper, the treatment of the polarization properties of electromagnetic beams has been restricted to the paraxial regime and the subsequent quasi-transversality approximation. This is suited for nearly plane waves whose propagation directions have a small range about a given direction, as occurs for typical laser beams. In addition, descriptions of light fields based on the solution of the scalar Helmholtz equation (associated to each Cartesian beam component) in the paraxial limit imply to use linearly polarized beams or, equivalently, to consider a single component of the field. Although many different beams and optical systems can be handled by means of these simple models, the above approaches involve, however, several weaknesses: note, for example, that the typical linearly polarized Gaussian beam we have studied along this work is not an exact solution of the Maxwell equations. Furthermore, no word has still been said about the polarization behavior of a vector field in the non-paraxial case. It seems then appropriate to devote some effort at the end of this paper to discuss this kind of problems, which are receiving increasing attention in the literature [40–51].

Starting from the Maxwell equations, vectorial formulations are being developed in the past few years. They include localized Bessel–Gauss solutions [41] as well as optical beams generated by planar sources with different states of coherence [45]. Here our attention will be focussed on the vectorial structure of electromagnetic beams in the non-paraxial regime. Our procedure employs a representation of the general solution of the Maxwell equations in terms of the angular plane-wave spectrum of the electromagnetic field. Alternative treatments of the non-paraxial case on the basis of the Hertz vectors or by using the complex source-point model can be found in Refs. [42,44,46,49]. Furthermore, the geometry of non-paraxial
complex vector waves has been explored by regarding them as a field of polarization ellipses [40,47].

7.1. Plane-wave spectrum solution of the electromagnetic field

For the sake of simplicity, we consider time-harmonic electric and magnetic fields, \( \mathbf{E} \) and \( \mathbf{H} \), respectively, fulfilling the Maxwell equations in a homogeneous isotropic medium

\[
\nabla \times \mathbf{H} + ik \mathbf{E} = 0, \quad (7.1)
\]
\[
\nabla \times \mathbf{E} - ik \mathbf{H} = 0, \quad (7.2)
\]
\[
\nabla \cdot \mathbf{E} = \nabla \cdot \mathbf{H} = 0. \quad (7.3)
\]

Both fields \( \mathbf{E} \) and \( \mathbf{H} \) can be expressed in terms of their respective angular plane-wave spectrum (with respect to an arbitrary, but fixed, Cartesian coordinate system) in the form

\[
\mathbf{E}(x, y, z) = \int \int \tilde{\mathbf{E}}(u, v, z) \exp[ik(xu + vy)] \, du \, dv, \quad (7.4)
\]
\[
\mathbf{H}(x, y, z) = \int \int \tilde{\mathbf{H}}(u, v, z) \exp[ik(xu + vy)] \, du \, dv, \quad (7.5)
\]

where \( \tilde{\mathbf{E}} \) and \( \tilde{\mathbf{H}} \) represent the spatial Fourier transforms of \( \mathbf{E} \) and \( \mathbf{H} \), respectively. Although \( x, y \) and \( z \) are, in principle, equivalent directions, we choose here the \( z \)-axis as the direction of propagation of the beam.

For convenience, let us introduce planar polar coordinates \( (\phi, \rho) \) defined by the relations

\[
u = \rho \cos \phi, \quad (7.6)
\]
\[
v = \rho \sin \phi. \quad (7.7)
\]

Under the assumption of propagation distances \( z \) long enough to neglect the contribution of the evanescent waves, the variable \( \rho \) takes values only in the interval \( [0, 1] \). Taking this into account, from the substitution of Eqs. (7.4) and (7.5) into Eqs. (7.1)–(7.3), we obtain for the angular spectrum the solution

\[
\tilde{\mathbf{E}}(\rho, \phi, z) = \tilde{\mathbf{E}}_0(\rho, \phi) \exp[ikz(1 - \rho^2)^{1/2}], \quad (7.8)
\]
\[
\tilde{\mathbf{H}}(\rho, \phi, z) = s(\rho, \phi) \times \tilde{\mathbf{E}}_0(\rho, \phi) \exp[ikz(1 - \rho^2)^{1/2}], \quad (7.9)
\]

with

\[
\tilde{\mathbf{E}}_0(\rho, \phi) \cdot s(\rho, \phi) = 0, \quad (7.10)
\]

where

\[
s(\rho, \phi) = [\rho \cos \phi, \rho \sin \phi, (1 - \rho^2)^{1/2}] \quad (7.11)
\]
is a unit vector in the direction of the plane-wave components. Let us now write $\mathbf{E}_0$ in the form [50]

$$\mathbf{E}_0(\rho, \phi) = a(\rho, \phi)\mathbf{e}_1(\rho, \phi) + b(\rho, \phi)\mathbf{e}_2(\rho, \phi),$$

(7.12)

where

$$a(\rho, \phi) = \mathbf{E}_0 \cdot \mathbf{e}_1,$$

(7.13)

$$b(\rho, \phi) = \mathbf{E}_0 \cdot \mathbf{e}_2,$$

(7.14)

are integrable functions, and

$$\mathbf{e}_1 = (\sin \phi, -\cos \phi, 0),$$

(7.15)

$$\mathbf{e}_2 = [(1 - \rho^2)^{1/2}\cos \phi, (1 - \rho^2)^{1/2}\sin \phi, -\rho].$$

(7.16)

It can be shown at once that $\mathbf{s}, \mathbf{e}_1$ and $\mathbf{e}_2$ form a triad of a mutually orthogonal right-handed system of unit vectors. The electric field solution of the Maxwell equations can then be written as the sum of two terms, $\mathbf{E}_{TE}(\mathbf{r})$ and $\mathbf{E}_{TM}(\mathbf{r})$, given by

$$\mathbf{E}_{TE}(\mathbf{r}) = \int_0^1 \int_0^{2\pi} a(\rho, \phi)\mathbf{e}_1 \exp(ikr \cdot \mathbf{s}) \rho \, d\rho \, d\phi,$$

(7.17)

$$\mathbf{E}_{TM}(\mathbf{r}) = \int_0^1 \int_0^{2\pi} b(\rho, \phi)\mathbf{e}_2 \exp(ikr \cdot \mathbf{s}) \rho \, d\rho \, d\phi,$$

(7.18)

where $\mathbf{r} = (x, y, z)$. Furthermore, the following properties apply:

(i) $\mathbf{E}_{TE}$ is a field orthogonal to the $z$ direction.

(ii) $\mathbf{H}_{TM}$, associated to $\mathbf{E}_{TE}$, is also orthogonal to the $z$-axis.

(iii) $\mathbf{E}_{TE}$ and $\mathbf{E}_{TM}$ are orthogonal to each other at the far field.

In addition, the typical electromagnetic plane wave traveling in the $z$ direction can be inferred from Eqs. (7.17) and (7.18) by choosing either

$$a(\rho, \phi) = \frac{a_0}{\rho} \delta(\phi) \delta(\rho),$$

(7.19)

$$b(\rho, \phi) = 0,$$

(7.20)

for the $y$-polarized case, or

$$a(\rho, \phi) = \frac{a_0}{\rho} \delta\left(\phi - \frac{\pi}{2}\right) \delta(\rho),$$

(7.21)

$$b(\rho, \phi) = 0,$$

(7.22)

for the $x$-polarized case, where $a_0$ is a constant and the symbol $\delta$ denotes, as usual, the Dirac delta function.

It should be stressed that the above explicit solutions for the electric and the magnetic field vectors are valid in the non-paraxial case. The common paraxial
approach would follow from the substitutions

\[
\exp[ikz(1 - \rho^2)^{1/2}] \cong \exp(ikz) \exp\left(-ikz \frac{\rho^2}{2}\right),
\]  

(7.23)

\[
e_2 = (\cos \phi, \sin \phi, 0),
\]  

(7.24)

in the corresponding expressions (see also Eq. (2.14)).

We next apply the solutions (7.17) and (7.18) to certain examples of interest.

7.2. Closest solution to a vector field

Let us suppose that we try to model a certain electromagnetic field at the plane, say, \(z = 0\) by means of an easy-to-use vector function \(\mathbf{f}(x, y)\). It might happen that no exact solution exists of the Maxwell equations such that the electric vector \(\mathbf{E}\) equals \(\mathbf{f}(x, y)\) at \(z = 0\). In such a case, we could define the closest solution to \(\mathbf{f}\) as the exact solution of the Maxwell equations that is best fitted (in an algebraic sense) to function \(\mathbf{f}\). To understand what this means let us first express \(\mathbf{f}\) in terms of its plane-wave spectrum, namely

\[
\mathbf{f}(x, y) = \int_0^1 \int_0^{2\pi} \hat{\mathbf{f}}(\rho, \phi) \exp[ik(x\rho \cos \phi + y\rho \sin \phi)] \rho \, d\rho \, d\phi,
\]  

(7.25)

where the evanescent waves have been neglected. The projection of vector \(\hat{\mathbf{f}}\) onto the (two-dimensional) subspace generated by \(\mathbf{e}_1\) and \(\mathbf{e}_2\) is given by \((\hat{\mathbf{f}} \cdot \mathbf{e}_1)\mathbf{e}_1 + (\hat{\mathbf{f}} \cdot \mathbf{e}_2)\mathbf{e}_2\), which is, from an algebraic point of view, the vector function closest to \(\hat{\mathbf{f}}\) that fulfills Eq. (7.12). Accordingly, the electric field vector \(\mathbf{E}_f\), solution of the Maxwell equations, that is closest to \(\mathbf{f}\) is given by [50]

\[
\mathbf{E}_f(\mathbf{r}) = \int_0^1 \int_0^{2\pi} (\hat{\mathbf{f}} \cdot \mathbf{e}_1)\mathbf{e}_1 \exp(ik\mathbf{r} \cdot \mathbf{s}) \rho \, d\rho \, d\phi
\]

\[+ \int_0^1 \int_0^{2\pi} (\hat{\mathbf{f}} \cdot \mathbf{e}_2)\mathbf{e}_2 \exp(ik\mathbf{r} \cdot \mathbf{s}) \rho \, d\rho \, d\phi,
\]  

(7.26)

where we have used Eqs. (7.17) and (7.18). It is clear that the first term of the above equation would represent the transverse electric field \(\mathbf{E}_{TE}\) closest to \(\mathbf{f}\).

To illustrate this concept let us consider a linearly polarized Gaussian field that propagates along the \(z\)-axis. Since this kind of beam does not fulfill the condition \(\nabla \cdot \mathbf{E} = 0\) (see Eq. (7.3)), it cannot be accepted as an exact solution of the complete Maxwell equations. To get the associated closest solution, let us write the Gaussian field at the plane \(z = 0\) in the form

\[
\mathbf{f}_G = iC \int_0^1 \int_0^{2\pi} \exp\left[-\left(\frac{\rho^2}{D^2}\right)\right] \exp[ik(x\rho \cos \phi + y\rho \sin \phi)] \rho \, d\rho \, d\phi,
\]  

(7.27)

where \(i\) denotes a unit vector in the \(x\) direction that defines the linear polarization of the beam, \(D\) is a constant proportional to the beam divergence at the far field, and \(C\) is a normalization constant. According to Eq. (7.26), the vector field \(\mathbf{E}_G\) closest
to \(\mathbf{f}_G\) reads

\[
\mathbf{E}_G = (\mathbf{E}_{\text{TE}})_G + (\mathbf{E}_{\text{TM}})_G,
\]

where

\[
(\mathbf{E}_{\text{TE}})_G = C \int_0^1 \int_0^{2\pi} \sin \phi \exp \left[ - \left( \frac{\rho^2}{D^2} \right) \right] \exp(i k \mathbf{r} \cdot \mathbf{s}) e_1 \rho \, d\rho \, d\phi,
\]

\[
(\mathbf{E}_{\text{TM}})_G = C \int_0^1 \int_0^{2\pi} \cos \phi (1 - \rho^2)^{1/2} \exp \left[ - \left( \frac{\rho^2}{D^2} \right) \right] \exp(i k \mathbf{r} \cdot \mathbf{s}) e_2 \rho \, d\rho \, d\phi.
\]

We see that, unlike the Gaussian beam, its associated closest solution is not a uniformly polarized field. In addition, the closest field \(\mathbf{E}_G\) is identical to the Gaussian vectorial wave proposed in Ref. [42].

Figs. 26 and 27 illustrate the spatial structure of \(\mathbf{E}_G\). To enhance the vectorial effects, we plot the curves for a Gaussian beam whose transverse size at the waist plane \(z = 0\) is equal to one wavelength. This is equivalent to choosing the value of \(D = (2\pi)^{-1}\). It should be pointed out that, in contrast to the linearly polarized Gaussian case, the transverse component of its closest field, \((\mathbf{E}_{\text{TE}})_G\), shows an important contribution of its (four-lobe) \(y\)-component. Furthermore, the corresponding intensity profile \(|\mathbf{E}_{\text{TE}}|^2\) is no longer Gaussian and shows a non-rotationally symmetric shape, which arises from the linear polarization along the \(x\)-axis.

Also note that the global field \(\mathbf{E}_G\) exhibits a two-lobe longitudinal component \((\mathbf{E}_{\text{TM}})_z\) along the \(z\)-axis, which would be negligible in the paraxial limit (quasi-transversality approximation). In the present (non-paraxial) case, the longitudinal component is one order of magnitude lower than the transverse \(x\)-component.

Let us finally remark that the results discussed in this section should be considered as preliminary developments. At present, a complete overall vector characterization of this type of non-uniformly polarized non-paraxial fields is still an open problem, which deserves further study in the future.

8. Conclusions

In the paraxial regime, a global description of partially polarized partially coherent beams has been established. A family of global parameters (including new degrees of polarization) have been introduced. Such parameters have been shown to represent easy-to-measure physically meaningful quantities, which provide information about both the spatial structure and the uniformity of the polarization distribution of the beam profile. The main advantage of this characterization procedure arises from the simple propagation laws of the parameters along first-order optical systems and through polarization-altering devices represented by Mueller matrices.

Thus, once the global parameters have been measured at some input plane, their values can be easily computed at the output of the optical system. This may be used
Fig. 26. Spatial structure of the closest field $E_G$ associated to a linearly polarized Gaussian beam: (a) intensity profile; (b) modulus of the global $x$-component $|\langle E_x \rangle_{TE} + \langle E_x \rangle_{TM}|$; (c) modulus of the global $y$-component $|\langle E_y \rangle_{TE} + \langle E_y \rangle_{TM}|$; (d) modulus of the longitudinal $z$-component $|\langle E_{TM} \rangle_z|$ (the transverse term $E_{TE}$ has no component along $z$). For comparative purposes, note that $|\langle E_G \rangle_x|_{\text{max}}/|\langle E_G \rangle_y|_{\text{max}} = 211.9$ and $|\langle E_G \rangle_x|_{\text{max}}/|\langle E_G \rangle_z|_{\text{max}} = 14.7$, where the subscript max refers to the respective maximum values.
in the design of optical arrangements, polarization shaping and beam quality improvement, to mention some applications.

A number of explicit or underlying restrictions have been assumed throughout the paper. Most of them are related to open questions whose analytical treatment deserves further attention in the future: apart from the non-paraxial case, we could mention, for example, the use of dispersive optical elements crossed by ultrashort laser pulses, the appearance of hard-edge diffracting apertures and the utilization of non-linear optical effects and devices.

Fig. 27. Spatial structure of the transverse term \((E_{\text{TE}})_G\) that is associated to a linearly polarized Gaussian beam: (a) intensity profile \(I_{\text{TE}}\); (b) modulus of the \(x\)-component \(|E_x|\) of the transverse term; (c) modulus of the \(y\)-component \(|E_y|\) of the transverse term (the \(z\) component is zero). At each point \(I_{\text{TE}} = |E_x|^2 + |E_y|^2\), as expected. In the present case \(|E_x|_{\text{max}}/|E_y|_{\text{max}} = 3.23\).
Finally, we want to emphasize that the content and the conclusion of the present paper should not be considered as an ultimate recommendation and preference for our formalism to the detriment of alternative representations. In fact, to date, none of the existing characterization methods could be completely adopted without the appearance of theoretical or experimental limitations. Furthermore, it is not clear that a single representation procedure could be employed in all situations. And, in addition, we have seen that much more work is still needed. Accordingly, we feel that it would certainly be premature to establish an absolute choice. In any case, we hope this paper encourages further research in this field.
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